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Evening Lecture and Concert

Shaping Musical Performance by Genealogical Trees of Vector Fields
Guerino Mazzola
Multimedia Lab, Institut fur Informatik, Univ. Zurich
email: guerino@mazzola.ch

In contrast to the quasi-digital notation of music in European standard scores, per-
formance involves infinitesimal deformations in time, pitch, durations, loudness, artic-
ulation and tuning. How can this shaping process-which Theodor W. Adorno termed
"micrologic of infinite precision”-be controlled? Generalizing the well-known tempo
curve, it is seen that special vector fields, the performance fields, adequately concep-
tualize Adorno’s infinitesimals of micrologic. However, developing performance fields
is not a one-time action, it must be built in a genealogical way from coarse to more
and more refined performances. Performance grammars have to describe this continu-
ous refinement process of shaping artistic performance. We describe and illustrate the
genealogical stemma theory of performance, its implementation in the analysis and per-
formance software RUBATO and present examples of performances which have been
generated by such software on MIDI grand pianos.
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A. Dynamical Systems

1.1 Celestial Mechanics

Organizer : Kenneth Meyer

Key note lecture

Horseshoes and the Problem of the Gaps
Richard Moeckel
Unwversity of Minnesota
email: rick@math.umn.edu

A normally hyperbolic invariant annulus with transverse homoclinic points exists in the
Newtonian five-body problem. In an attempt to understand the implications of this
we show that there is actually an invariant Cantor set of annuli nearby. The dynamics
on this set is a skew-product over a horseshoe map. Such a map can be viewed as a
“random” map of the annulus. By making use of this randomness, one can avoid the
problem of gaps between invariant circles on the original annulus which can be barriers
to Arnold diffusion.

Invited lectures

Secular System in Souriau Variables
Alain Albouy
Astronomie et Systemes Dynamiques, Bureau des Longitudes, France
email: albouy@bdl.fr

The idea of using the “Laplace Vector” and the angular momentum vector as orbital ele-
ments comes from the fundamental paper of Lagrange “Théorie des variations séculaires
des éléments des planetes” (1781).

I present here a work of my student K. Abdullah showing how a slight modification
of this approach leads to the appearance of surprising properties of the secular part of
the perturbating function.

Regularizable and non-regularizable collisions in n—body problems
Regina Martinez
Dept.de Matematiques, Univ. Autonoma de Barcelona
email: reginambOmat.uab.es

Carles Simo6
Dept. de Matematica Aplicada i Andlisi, Univ. de Barcelona
email: carles@maia.ub.es
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Collisions appear as singularities in the n-body problem. A binary collision occurs
when only two masses collide. If all the masses coincide at the same point we get a total
collision. Between these two cases one can get different types of collisions, for instance,
triple collision (TC), simultaneous binary collisions (SBC), simultaneous binary and
triple collisions, etc.

If a solution of Newton equations of motion is defined on some maximal interval
[0,t.) with t. < oo, it is said that it has a singularity at ¢ = t.. Moroever if the masses
approach a limiting position as ¢t — t., it can be proved that the limiting position must
be a collision point. It is said that the solution ends at a collision.

The extension of a collision solution for ¢ > ¢, has been studied in several cases. If
the extension is possible in some sense it is said that the collision is regularizable in
that sense. In that case one can also look for the smoothness of the regularization. If
the collision is non-regularizable, it is interesting to describe which are the dynamical
consequences. If small changes in the initial conditions lead to substantial changes in the
solutions, how one can classify the possible transitions from approaching the collision
to escaping from it?

We consider a geometrical approach, searching for continuity with respect to initial
conditions for orbits passing close to a collision. After surveying known results, some
recent progress, dealing with finite order of smoothness in the SBC case ([1],[2]) and
with the classificacion of passages near TC ([3],[4]), is presented.

References

[1] R. Martinez, C. Simé. Simultaneous binary collisions in the planar four body
problem. Nonlinearity, in press, (1999).

2] R. Martinez, C. Sim6. The degree of differentiability of the regularization of simul-
taneous binary collisions in some n—body problems. In preparation.

[3] C. Sim6, A. Susin. Connections between invariant manifolds in the collision mani-
fold of the planar three-body problem. In The Geometry of Hamiltonian Systems,
T. Ratiu, ed.: 497-518, MSRI series, Springer, 1991.

[4] C. Simé6, A. Susin. The collision manifold in the planar three body problem. In
preparation.

On the homology of the integral manifolds in celestial mechanics
Christopher McCord
University of Cincinnati
email: chris.mccord@uc.edu

Kenneth Meyer
University of Cincinnati
email: ken.meyerQuc.edu

The integral manifolds of the N-body problem are the level sets of energy, angular
momemtum, linear momentum and center of mass. They are invariant under the flow,
and their topology influences the possible dynamics of the system. Understanding their
structure, and how that structure depends on the energy and angualar momentum pa-
rameters, is fundamental to understanding the global structure of the N-body problem.
Recently, we have made progress in describing the topology of the integral manifolds,
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and detecting changes in that topology, by analyzing the homology of the manifolds.
This talk will survey these results.

Melnikov Techniques in the Sitnikov Problem
Ernesto Perez-Chavela
UAM-Iztapalapa, MEXICO

email: epc@xanum.uam.mx

Antonio Garcia
UAM-Iztapalapa, MEXICO

email: epc@xanum.uam.mx

Using Melnikov techniques we get two different families of periodic orbits in the
Sitnikov problem. The first family is obtained using a generalization of the Hartman
-Grobman theorem that we prove here; and the second one is gotten using the clasical
horseshoe of Smale. Both families are obtained analytically. These results improve a
previous one of H. Dankowicz and P. Holmes.

Existence and Stability of Relative Equilibria in the n-Body Problem
Gareth Roberts
Boston University
email: garethr@math.bu.edu

Special periodic solutions of the Newtonian n-body problem consisting of configura-
tions of bodies rotating rigidly about their centers of mass are called relative equilibria.
These solutions become fixed points in a rotating coordinate frame, hence the name.
One important conjecture in the field, attributed to Moeckel, asserts that the only lin-
early stable relative equilibria are those containing a dominant mass, ie. one mass which
is much larger than all the others. For example, placing n equal masses at the vertices
of a regular n-gon with an additional body of mass m at the center yields a relative
equilibrium for all values of m. If m is sufficiently large, then this configuration, referred
to as the 1 + n-gon, is linearly stable.

We provide some results in support of Moeckel’s dominant mass conjecture. One
of these states that any relative equilibrium of n equal masses is not spectrally stable
provided n > 24,306. We also consider a limiting problem with n “big” masses and p
“small” masses, with the small masses being order € [1]. This problem splits into two
parts, where the n big bodies form a relative equilibrium of the n-body problem and the
limiting positions (e = 0) of the p small bodies are critical points of a two-dimensional
potential function. Assuming that the small masses do not coalesce in the limit, a case
studied by Moeckel in [2], we derive sufficient conditions on the limiting positions of the
bodies to insure that the entire family is linearly stable for e sufficiently small. We then
apply these conditions to the 1+ n-gon family showing that it is possible to thicken the
ring around the central body and maintain its stability.
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References

[1] Zhihong Xia. Central configurations with many small masses. Journal of Differen-
tial FEquations, 91:168-179, 1991.

2] R. Moeckel. Relative equilibria with clusters of small masses. J. Dynam. Differen-
tial Equations, 9(4):507-533, 1997.

The Stability of the Thomson Heptagon in an Ideal Fluid
Dieter Schmidt
University of Cincinnati
email: dieter.schmidtQuc.edu

In his Adams prize essay of 1882 J. J. Thomson showed that in a uniformly rotating
coordinate system a regular polygon configuration of N vortices is linearly stable for
N < 7 and unstable for N > 7. The case of the heptagon can not be decided with
the help of the linear terms. G. J. Mertz showed in 1978 with methods from fluid
mechanics that the heptagon configuration is stable. By using methods common in
celestial mechanics we can recover the result of Mertz and prove in addition that the
heptagon configuration is locally Liapunov stable except for the rotational symmetry.

References

[1] J. J. Thomson. On the Motion of Vortex Rings (Adams Prize Essay 1882). MacMil-
lan, 1883.

2] G. J. Mertz. Stability of body—centered polygonal configurations of ideal vortices.
Phys. Fluids, 21:1092-1095, 1978.

Contributed talks

Barrier to transport in point vortex dynamics
Stefanella Boatto
CNRS-Institut de Mécanique Céléste, Paris
email: 1lella@bfl.fr

Jacques Laskar
CNRS-Institut de Mécanique Céléste, Paris
email: laskar@bdl.fr

We study the dynamics of a system of identical point vortices and of test particles
transported by the velocity field created by the vortices. Of particular interest is to
determine how the specific vortex dynamics (periodic, quasi-periodic or chaotic) affect
the transport and diffusion properties of the test particles; and the process of vortex
cluster formation and possible trapping of particles at the interior of each vortex cluster.

For the case of four identical point vortices (i.e., vortices with identical circulation)
we have found that, by conservation laws, the vortex mouvement is cofined to a finite
region of radius R, = y/L/k. The particle phase space is therefore partitioned into an
inner region, where the vortex motion takes place, and outer region, from which the
vortices are excluded.
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We have found that in case of quasi-periodic vortex motion, there is a sharp barrier
to transport between the central chaotic region, punctured with regular islands, and
the outer region where the trajectories are on tori. Mixing and diffusion are therefore
only possible in the central region which exhibits in this case a lobe structure, with
several islands in addition to the ones encircling the vortices. The existence of such
a sharp barrier to transport between regular and chaotic region is well understood by
applying the frequency analysis method of Laskar!!l, and corresponds to the existence of
an invariant surface of quasi-periodic orbites.

Finally, for the subspace of symmetrical vortex configurations, the formation of vortex
clusters can be explain by the existence of a bifurcation energy beyond which the system
of four vortices becomes equivalent to a system of two or three vortex clusters.

References

[1] J.Laskar, Introduction to frequency map analysis, in Hamiltonian Systems with
Three or More Degrees of Freedom, C.Sim6 (ed), NATO ASI Ser. C: Math Phys.
Sci., Kluwer Acad. Publ., Dodrecht, Holland to appear in 1999, pp. 134-150.

Positive solution II-nd part of 16-th Hilbert’s problems
Ritkat Bogdanov
Nuclear Physics Institute of Moscow State University by M.V. Lomonosov
email: bogdanov@bogdan.npi.msu.su

1. Nonlocal (first) integral of polynomial vector field on the plane. Nota-
tions. Denote by v polinomial of degree n vector field on the plane; by P; (0 < j < n)
different points on the plane; by ¢; the time on the phase curve going through the point
P;, so x (t;) would be integral curve of vector field v; by f; (z) (0 <j <n) smooth
function on phase plane, excluding probably some isolated phase curve of vector field v.
Definition.Iff there exist some diffeomorphisms g; (¢) (0 < j < n) such, that

H (Pj,t) =3 fj ( (t))) =g, = Const, (1)
7=1

when we call the function H (P;,t) the (correspondingly, global) non-local first integral
of vector field v (iff in (1) the time goes the whole of line R). We call z (g;(¢)) (0 < j < n)
as support of non-local first integral.

Theorem.Let vector field v has convex periodic phase curve. Then in exterior of
these circle there exist global non-local first integral of v, iff there exist n circles of v in
the above exterior.

2. Reduction to convex case. Lemma. Let us polynomial vector field v has
k periodical integral curves. Then there exists one parameter family of vector fields
v, with degv. = degv + 4 so, that v, orbitally equivalent to v and for small value of
parameter the vector field v, has at least k periodical integral curves. Moreover in its
interior there is the smallest convex periodical integral curve.

3. Upper bound. For nesting periodical orbits of polynomial vector field the
number of limit circles isn’t greater than n(n + 1)/2 for n > 4 (correspondingly, 6 for
n=2,9 for n = 3).
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Proof (see [1]) For above constructions it is needed (n + 1) circles. It is needed to
remove critical values of global nonlocal integral by help of suitable number of limit
circles (n(n +1)/2 for n > 4).

4. Bogdanov-Taken’s bifurcation (see [2]) deals with normal form of degree 2.
Appearing limit circles are convex. From above follows that it’s number isn’t greater
than 6 (realy 1, see(2)).

The work is partially supported by RFFI grant .No 98-01-00053.

References

[1] Bogdanov R.l. Positive solution II-th part of 16-th Hilbert’s problem. Func. An.
and their appl (to appear on Russian)

[2] Bogdanov R.l. Bifurcation of the limit cycle of a family of plane vector fields.Sel.
Math. Sov,14:373-387, 1981

(3] Hilbert D. Gesammelte Abhandlungen.317, 1935

Periodic solutions of the spatial elliptic restricted three body problem
Josep M. Cors
Dept. Matematica Aplicada I1I, Escola Universitaria Politécnica de Manresa
Universitat Politécnica de Catalunya
Avda Bases de Manresa 61-73, 08240 Manresa (Barcelona), Catalonia
email: cors@bages.eupm.upc.es

Conxita Pinyol
Dept. Ecomomia i Historia Economica, Universitat Autonoma de Barcelona
Bellaterra, 08193 (Barcelona), Catalonia
email: iete4@cc.uab.es

Jaume Soler
Dept. Informatica i Matematica Aplicada, Universitat de Girona
Avda. Lluis Santalé s/n, 17071 Girona, Catalonia
email: jaume@ima.udg.es

We show the existence of periodic solutions in the three-dimensional elliptic restricted
three body problem when the masses of the two primaries are equal. These solutions
are perturbations of circular orbits of the Kepler problem when the massless body is far
away from the primaries and its orbital plane is perpendicular to that of the primaries.
The orbits are doubly symmetric and exist for a discrete sequence of values of the mean
motion.

We scale the equations of motion so that the infinitesimal body is at distance unity
from the primaries which are close to each other and move very fast. The distance
between the primaries is taken as a small parameter but then the perturbation of the
Kepler problem fails to be analytic. We then use a modified version of Poincaré’s method
of analytic continuation.

References

[1] W.H. Jefferys. A new class of periodic solutions of the three-dimensional restricted
problem. The Astronomical Journal, 71(2):99-102, (1966).



12 A. Dynamical Systems

2] R.C. Howison and K.R. Meyer. Doubly-symmetric periodic solutions of the spatial
restricted three-body problem. Preprint, (1997).

2nr-Periodic Solutions of the Sitnikov Problem
Mir Abbas Jalali
Institute for Advanced Studies in Basic Sciences, P.O. Box: 45195-159, Gava Zang,
Zangjan, IRAN
email: jalali@iasbs.ac.ir

In this paper we give criteria for the detection and generation of 2nm-periodic solu-
tions of the Sitnikov problem. The Sitnikov problem is the simplest case of the spatial
restricted problem of three bodies and is governed by

P4z +r(t))r =0, (1)

where r(t) is a periodic function, r(t) = (¢t + 7). In the normalized coordinate system
we have T'= 27 and 2r(t) = (1 — ecos £') with 0 < e < 1 and

cosE =—e/2+ i(l/n)[Jn_l(ne) — Jpt1(ne)| cosnt. (2)

n=1

This problem admits no classical integrals of motion. There are many attempts in
dealing with this problem among which Moser’s contribution has significant importance
[1]. The existence of chaotic solutions near the escaping orbits were studied by Moser.
Dankowicz and Holmes [2] reconsider the problem using Melnikov’s theory and prove
the existence of horseshoes. In our previous work [3], we dealt with Sitnikov’s problem
near the 3:2 resonance and studied its geometrical features when |z| < |r(¢)]. In this
study we present a method by which we can isolate 2nm-periodic solutions. we use the
following “integrable” equations

Bp g/ (22 4+ M2 =0, k=1,2, (3)

where M, and M, are the maximum and minimum values of r(t) for t € [0, 27|, respec-
tively. We show that at certain circumstances, the solution of (1) lies between z; and
2o. This allows us to express the evolution of the system in a “convergent” Hamiltonian
of the form

1 o
H = iif + 3 @, (t)u, (4)
n=0

where ®,, are 2m-periodic functions of ¢. The new dependent variable u(t) is defined in
terms of x;(¢) and r(¢). Having u(t) = u(t+ 27) determined from (4), one could be able
to construct 2nm-periodic solutions of (1).
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References

[1] Moser, J., Stable and Random Motions in Dynamical Systems, Princeton University
Press, Princeton, NJ, (1973).

[2] Dankowicz, H. and Holmes, P.,“The existence of Transverse Homoclinic Points in
the Sitnikov Problem”, Journal of Differential Equations, 116, 468, (1997).

(3] Jalali, M. A. and Pourtakdoust, S. H.,“Regular and Chaotic Solutions of the Sit-
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ical Astronomy, 68, 151, (1997).

Parabolic fixed points and stability criteria for nonlinear Hill’s equation
Daniel Nunez
Departamento de Matemdtica Aplicada. Universidad de Granada
email: dnunez@goliat.ugr.es

We discuss the stability of parabolic fixed points of area-preserving mappings and
obtain a new proof of a criterion due to Simé6. These results are employed to discuss
the stability of the equilibrium of the periodic differential equation

i+at)r +cet)z®™ M +...=0(mn>1),

when the variational equation at z = 0 is unstable-parabolic. In this class of equa-
tions the first Lyapunov’s Method does not apply but in many cases the stability can
be characterized in terms of the variational equation. We assume that ¢(¢) does not
identically vanish and does not change sign. We associate two numbers o, v € {1, -1}
to the variational equation and prove that x = 0 is stable if ove(t) > 0 and unstable
if ove(t) < 0. As a consequence, we obtain a necesary and sufficient condition for the
stability of the equilibrium of the restricted three-body problem.
This is joint work with Rafael Ortega.

References

[1] B. Liu. The Stability of The Equilibrium of a Conservative System. Journal of
Mathematical Analysis and Applications, 202 :133-149, (1996).

2] R. Ortega. The stability of the equilibrium of a nonlinear Hill’s equation. SIAM
J. Math. Anal., 25 :1393-1401, (1994).

(3] C. Simé. Invariants curves near parabolic fixed points and regions of stability.
Astérisque, 98-99 :184-194, (1980).

Study of Complex Instability Using Normal Forms
Merce Ollé
Dept. Matematica Aplicada I, Universitat Politécnica de Catalunya
Av. Diagonal 647 (Edifici ETSEIB), 08028 Barcelona (Spain)
email: 01le@mal.upc.es

Jordi Villanueva
Dept. Matematica Aplicada I, Universitat Politecnica de Catalunya
email: jordi@tere.upc.es
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Joan R. Pacha
Dept. Matematica Aplicada I, Universitat Politécnica de Catalunya
email: joanr@tere.upc.es

We consider a Hamiltonian H of three degrees of freedom and a family of periodic
orbits with a transition from stability to complex instability, such that there is an
irrational collision of the Floquet eigenvalues of opposite sign. We analyze the local
dynamics around the transition studying the Hamiltonian from an analytical point of
view using and ad hoc normal form. Carrying out a finite number of steps of this
normal form process, and skipping the non integrable remainder, the existence of a
bifurcating family of two-dimensional tori is derived. This family of tori may unfold on
the unstable side of the family of periodic orbits, and then they turn out to be stable
(direct Hamiltonian Hopf bifurcation), or they may appear on the stable side, being now
unstable (inverse bifurcation). The existence of a direct or inverse bifurcation depends
intrinsically on the Hamiltonian.

Our next objective is to show that, when the above reminder is added, most part
(in the sense of the measure theory), of these 2D invariant tori persist in the complete
Hamiltonian H.

References

[1] Bridges, T. J. Stability of periodic solutions near a collision of eigenvalues of oppo-
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lision of Eigenvalues for Symplectic Mappings. Fields Institute Communications,
4:61-79, (1995).

[4] Heggie, D. G. Bifurcations at complex instability. Cel. Mech. Dynam. Astron.,
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[5] Jorba, A.; Villanueva, J. Numerical computation of normal forms around some
periodic orbits of the restricted three-body problem. Physica D, 114:197-229,
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(6] van der Meer, J. C. The Hamiltonian Hopf Bifurcation. Lecture Notes in Mathe-
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1.2 Homoclinic Tangencies

Organizers : Ale Jan Homburg, Floris Takens

Key note lecture

Recent developments in chaotic dynamics

Marcelo Viana
IMPA, Rio de Janeiro
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email: viana@impa.br

I will report on some recent results in the theory of dynamical systems with complex
behaviour, especially on the properties of attractors, robustness and (non)hyperbolicity,
statistical description of the dynamics, and stability.

Invited lectures

Periodic and strange attractors near saddle-focus homoclinic orbits
Ale Jan Homburg
University of Maryland
email: alejan@ipst.umd.edu

We discuss dynamics near Shil’nikov saddle-focus homoclinic orbits in three dimen-
sional vector fields. The existence of periodic and strange attractors is investigated
in families for which each member has a homoclinic orbit (so not in unfoldings). We
consider how often, in the sense of measure, periodic and strange attractors occur. We
also discuss the fate of typical orbits, and establish that despite the possible existence
of attractors, a large proportion of points lies outside the basin of an attractor. This is
joint work with Sergey Gonchenko and Oleg Sten’kin.

The Lorenz attractor exists
Warwick Tucker
Department of Mathematics, Uppsala University, S-751 06 Uppsala, Sweden
Current address: IMPA, Est. D. Castorina 110, Jardim Botanico, 22460-320, Rio de
Janeiro, RJ, Brazil
email: warwick@math.uu.se

The following non-linear system of differential equations, also known as the Lorenz
equations,

Zi‘l = —0T) + 0x9
To = 0T — Ty — T 173 (1)
T3 = —Br3 + 1179,

was introduced 1963 by Edward Lorenz, see [1]. Numerical simulations for an open
neighbourhood of the classical parameter values o = 10,3 = 8/3 and p = 28 suggest
that almost all points in phase space tend to a strange attractor A - the Lorenz attrac-
tor. In [2], we prove that the Lorenz equations indeed support a strange attractor, as
conjectured in [1]. We also prove that the attractor is robust, i.e., it persists under small
perturbations of the coefficients in the underlying differential equations:

Theorem: For the classical parameter values, the Lorenz equations support a robust
strange attractor A. Furthermore, the flow admits a unique SRB measure py with

supp(px) = A.



16 A. Dynamical Systems

The proof can be broken down into two main sections: one global part, which involves
rigorous numerical computations, and one local part, which is based on normal form the-
ory. The novelty of the method of proof lies in that, rather than producing a traditional
mathematical proof, we construct an algorithm which, if successfully executed, proves
the existence of the strange attractor.

References

[1] E.N. Lorenz. Deterministic Non-periodic Flow. J. Atmos. Sci., 20:130-141, (1963).
(2] W. Tucker. The Lorenz attractor exists. Ph.D. Thesis, Uppsala University (1998),
available at http://www.math.uu.se/ "warwick/thesis.html.

Arbitrarily complicated dynamics near homoclinic tangencies
Dmitry Turaev
WIAS, Berlin

email: turaevOwias-berlin.de

We prove that any multidimensional dynamical systems with non-hyperbolic homoclinic
and heteroclinic cycles exhibits all dynamical phenomena possible in the corresponding
dimension, in the following sense. Given a C7"-diffeomorphism f in R" with a hete-
roclinic (homoclinic) cycle C' composed of a finite number of periodic and connecting
orbits there exists an algorithm to evaluate an effective dimension d of the problem: the
maximal possible number of zero Lyapunov exponents for periodic orbits which can be
born in a small neighbourhood of the cycle C' at small C"-smooth perturbations of f.
For the case d < n the following result is established:
Theorem. For any d-dimensional diffeomorphism g and for any e there exists a diffeo-
morphism f* arbitrarily close to f in C"-topology such that f* has an absorbing domain
D (i.e., (fYND C D for some positive N) in a small neighbourhood of the cycle C,
and in D there is an attractive d-dimensional smooth invariant manifold M such that
(f5)N|ar 1s C-conjugate to g.

Roughly speaking, small perturbation of any system with a heteroclinic cycle of
effective dimension d can produce arbitrary d-dimensional dynamics.

Contributed talks

Control of averaging chaos in quasiperiodically excited system
Mohamed Belhaq
Laboratory of Mechanics, Faculty of Sciences Ain Chock, Group in Nonlinear
Oscillations and Chaos, BP 5366, Maarif, Casablanca, Morocco
email: belhaq@facsc- achok.ac.ma

Mohamed Houssni
Laboratory of Mechanics, Faculty of Sciences Ain Chock, Group in Nonlinear
Oscillations and Chaos, BP 5366, Maarif, Casablanca, Morocco
email: mhoussni@hotmail.com
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Suppression of chaos in periodically forced nonlinear oscillators has received much
effort from analytical, numerical and experimental point of view [1,2,3]. In this work
suppression of chaos in the averaged system of a nonlinear one-degree- of-freedom oscilla-
tor subjected to external and parametric excitations having incommensurate frequencies
is reported [4]. An adapted Bogolioubov-Mitropolski method [5] is first developed to
reduce the original quasiperiodically driven system to a periodically driven one by aver-
aging in the rapidly varying oscillations [6]. The chaotic threshold is then derived on the
slowly varying oscillations using the Melnikov method [7]. The possibility to realize a
suitable system control of chaos by introducing a third harmonic parametric component
into a nonlinear term of the original quasiperiodically forced system is investigated by
acting on the induced effective averaged equations.

References

[1] R. Lima and M. Pettini. Suppression of chaos by resonant parametric perturba-
tions. Phys. Rev. A, 41(2):726-733, (1990).

(2] L. Fronzoni, M. Giocondo and M. Pettini. Experimental evidence of suppression
of chaos by resonant parametric perturbations. Phys. Rev. A, 43 (12):6483-6487,
(1991).

[3] Y. Liu and J. R. Rios Leite. Control of Lorenz chaos. Phys. lett. A, 185:35-37,
(1994).

[4] M. Belhaq and M. Houssni. Suppression of chaos in averaged oscillator driven by
external and parametric excitation. Chaos Solitons and Fractals, to appear (1999).

[5] N. N. Bogolioubov and Y. A. Mitropolsky. Asymptotic methods in the theory of
nonlinear oscillations. Gordon and Breach: New York, (1961).

(6] M. Belhaq and M. Houssni. Quasiperiodic oscillations, chaos and suppression of
chaos in a nonlinear oscillator driven by parametric and external excitations. Non-
linear Dynamics, 18(1):1-24, (1999).

(7] V. K. Melnikov. On the stability of the center for time periodic perturbations.
Trans. Moscou Math. Soc., 12:1-57, (1963).

Homoclinic tangencies and (2-moduli
Sergey Gonchenko
Inst. for Appl. Math. and Cyb., 10 Ul’janov st., 603005 Nizhnit Novgorod, Russia
email: gonchenko@focus.nnov.ru

As is well known, multidimensional dynamical systems with structurally unstable
Poincare homoclinic orbits and heteroclinic cycles possess continuous invariants (mod-
uli) of the topological or Q-equivalence (conjugacy) (the last is the topological equiva-
lence (conjugacy) on the set of nonwandering orbits). For some classes of such systems
the principal €2-moduli were found and the existence of infinitely many moduli was es-
tablished (see, for example, [1]-[4]). The importance of calculation of principal Q2-moduli
is explained by the fact that, by definition, these invariants represent such parameters
whose arbitrary changes lead to bifurcations of nonwandering orbits (periodic, homo-
clinic etc.). Thus, Q2-moduli can be considered as substantive control parameters along
with the splitting parameters which are natural for such type bifurcation problems.
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In the present report we state some results related to the following problems:

1) Determination of principal Q2-moduli in the cases of multidimensional diffeomorphisms
with structurally unstable homoclinic orbits or heteroclinic cycles. A special attention is
given for the cases where weakest eigenvalues of saddles are complex conjugate. Also we
consider questions on existence of moduli of local Q2-conjugacy in the case of symplectic
maps.

2) The study of bifurcations for families whose control parameters are a) principal §2-
moduli ; b) both principal Q2-moduli and splitting parameters.
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Asymptotics of Homoclinic bifurcation in a Three-Dimensional systemt
Mohamed Houssni
Laboratory of Mechanics, Faculty of Sciences Ain Chock, Group in Nonlinear
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Faouzi Lakrad
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Mohamed Belhaq
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Using perturbation methods, we predict critical parameter values corresponding to
homoclinic bifurcation in three-dimensional systems. The multiple scales perturbation
method [1] is first performed to construct a higher-order approximation of the periodic
solution [2]. A criterion based on the collision between the periodic orbit and the equi-
librium involved in the bifurcation is then applied. This criterion developed initially to
predict homoclinic bifurcations in planar autonomous system [3,4,5] is adapted here to
derive a critical value of the homoclinic bifurcation in two specific three-dimensional sys-
tems. Period- doubling bifurcations are also investigated using the method of harmonic
balance and the stability analysis of the bifurcating periodic solution. A numerical
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study [6,7] showed a good agreement of the critical parameter value with this analytical
prediction.
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Dynamics near non-transversal homoclinic points
Jiirgen Knobloch
TU Ilmenau
email: knobi@mathematik.tu-ilmenau.de

We consider discrete dynamical systems x(n + 1) = f(z(n),A) having for A = 0 a
homoclinic orbit T' := {f"(¢,0),n € Z} asymptotic to a hyperbolic fixed point p.
f:RF x R™ — IR¥ smooth. We are interested in the dynamics in a neighborhood of
['. To investigate this dynamics we will use Lin’s method. In the theory of smooth
dynamical systems (vector fields) this method is proved to be a powerful tool for inves-
tigating the dynamics near homoclinic orbits or even heteroclinic cycles. Here we carry
forward the ideas of Lin’s method to discrete systems. We apply the results to study
the dynamics near non-transversal homoclinic points:

If the stable and unstable manifolds of p have a quadratic tangency in ¢ we give a
”Poincaré-map” involving two different transversal homoclinic points which is conju-
gated to shift dynamics. We consider the dynamics of this map in dependence on the
parameter A.

By means of the canonical Poincaré-map we study the dynamics near homoclinic points
in periodically forced systems. In particular we study homoclinic points and subhar-
monic solutions.

Resonant homoclinic flip bifurcations: a numerical investigation
Bernd Krauskopf
Engineering Mathematics, University of Bristol, Bristol BS8 1TR, GB
email: b.krauskopf@bristol.ac.uk
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Alan R. Champneys
Engineering Mathematics, University of Bristol, Bristol BS8 1TR, GB
email: a.r.champneys@bristol.ac.uk

Bart Oldeman
Engineering Mathematics, University of Bristol, Bristol BSS8 1TR, GB
email: bart.oldeman@bristol.ac.uk

Three-parameter unfoldings of resonant orbit flip and inclination flip homoclinic or-
bits have recently been studied in [2]. The key idea is to look at a sphere in parameter
space around the central singularity and glue respective codimension-two unfoldings of
homoclinic flip bifurcations together. Several cases are possible, and near some resonant
flip bifurcations one can find homoclinic-doubling cascades as first found in [1].

We explain some of these unfoldings and show results of a careful numerical study of
the model proposed by Sandstede in [3]. Two particular unfoldings of a resonant orbit
flip and a resonant inclination flip do indeed occur as proposed in [2] when the sphere
around the central singularity is taken small enough. This also confirms the conjecture
that the parameter space has cone structure close to the central codimension-three point.
When the sphere is taken larger extra interesting codimension-three bifurcations occur.
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On the structure and bifurcations in a generic unfolding of a 2 d.o.f
Hamiltonian system with the contour with two saddle-foci
Lev Lerman
Research Institute for Applied Mathematics € Cybernetics
email: lermanl@unn.ac.ru

Let (M,Q) be a C*° four-dimensional symplectic manifold and Xz, © € IR, be
a generic smooth one-parameter unfolding of a smooth Hamiltonian vector field with
Hamiltonian Hy such that Xy, has two singular points pq, p2, both of saddle-focus type
that belong to the same level set of Hamiltonian and their stable and unstable manifolds
intersect each other transversely along two heteroclinic orbits forming a contour I'.
Without loss of generality one may suppose the equilibrium p; does not change with p
and py does depend on p, with f(p) = H(p2) — H(p1)-

Theorem. There are positive constants g, ¢p small enough and a neighborhood U
of I' such that for Xp,, |p| < po, in UN{H, = c}, |¢| < ¢p: 1. There exist invariant
hyperbolic subsets H, . such that the Poincare map P, . generated by

H,.. is conjugated to a symbolic system with countable alphabets for = 0, ¢ =0,
p#0, c=0o0r p#0, c= f(p). If w#0, c# f(u) then the alphabet is finite and the
number of states grows with the logarithmic asymptotics. 2. There are two sequences
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(Y, Y, 1 € (—po, o), such that Xy, ju = pp’, possesses a nontransverse

homoclinic orbit to p; with quadratic tangency. After every passage of u through /JJS)
the number of 1-circuit homoclinic orbits to p; increases by 2. 3. For u = ¢ = 0 the set
H,.. exhausts all orbits lying entirely in U, in particular, all homoclinic and heteroclinic
to p;, © = 1,2, orbits.

Corollary 1. The vector field Xy, in the level Hy = 0 near [' has:

i) a countable set of transverse heteroclinic contours of any circuitness;

ii) each saddle-focus p; has a countable set of transverse homoclinic orbits of any
circuitness;

iii) for each integer N > 0 there is a countable set of saddle periodic orbits of cir-
cuitness IV, every such orbit v possesses a countable set of heteroclinic orbits with
pi, © = 1,2, v — p;, and p; — 7, where the arrows point out the direction of
increasing time.

Corollary 2. For u # 0, ¢ = 0 the same assertions as in the items ii), iii) of
Corollary 1 hold for p; and periodic orbits in the level H, = 0. For . # 0, ¢ = f(u) the
same is valid for the saddle-focus py(p).

Remark. The contours described exist in the Hamiltonian system derived from
the stationary generalised Swift-Hohenberg equation when its two parameters belong to
some parabola.

Author acknowledges a partial support of this research from the Russian Foundation
of Basic Research (grant 99-01-00795) and the Program ” Universities of Russia” (project
No. 1905).
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On singularities robustly accumulated by periodic orbits
C. A. Morales
Universidade Federal do Rio de Janeiro
email: morales@impa.br

Let G! be the set of three-dimensional vector fields X such that all the singularities
and periodic orbits of every vector field Y C'-close to X are hyperbolic. A singularity
o of X is robustly accumulated by periodic orbits if for every Y C! close to X, the
continuation oy of ¢ belongs to the closure of the periodic orbits of Y. An example of
such a kind of singularity is that of the geometric Lorenz attractor L (cf. [1]). Observe
that L is a partially hyperbolic attractor with volume expanding central direction.

In this talk we outline the proof of the following result : For generic X € G, if o is a
singularity of X robustly accumulated by periodic orbits, then o belongs to a partially
hyperbolic attractor with volume expanding central direction for either X or —X. An
example of a vector field in G' which has neither attractors nor repellers and exhibits a
singularity robustly accumulated by periodic orbits is given.
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Impossibility of complete bifurcation description for some classes of
systems with simple dynamics
Mikhail Shashkov
Department of Differential Equations, Institute for Applied Mathematics and
Cybernetics, 10 Uljanov st., Nizhny Novgorod 603005, Russia
email: shashkov@unn.ac.ru

The main problem of the bifurcation theory is to describe changes of phase portraits
of dynamical systems under continuous change of parameters. This description implies
construction of the bifurcation diagram, i.e. splitting the space of parameters onto
classes of the equivalent systems. It is well known, that many bifurcations of dynamical
systems admit the complete bifurcation description by so-called versal families, which,
in some sense, contain the complete information on the structure of the bifurcation set
for any family of general position. it is known also that majority of dynamical systems
with chaotic behaviour of trajectories do not admit the complete bifurcation analysis. It
is explained, first of all, by the existence of small perturbations which lead to appearance
of infinitely-degenerate orbits. In contrast to the chaotic systems, it seems natural, that
systems with simple dynamics must admit the complete bifurcation analysis. But it is
not so.

In the present report, an example of the codimension two system with very simple
dynamics is considered. Small perturbations of this system can lead to appearance of
no more than one periodic orbit. Nevertheless, the complete bifurcation analysis of such
system is impossible in framework of any finite parametric family of dynamical systems.

More exactly, bifurcations of a heteroclinic contour composed by a homoclinic orbit to
a saddle-focus and a heteroclinic orbit to this equilibrium point are considered. The case
of simple dynamics is selected (no more than one periodic orbit is born at bifurcations
in a small neighborhood of the contour). In spite of simplicity of dynamic behavior,
the structure of the bifurcation set corresponding to multi-circuit heteroclinic orbits is
rather complicated. It is demonstrated that there is no versal families of dynamical
systems which describe completely the structure of the bifurcation set. Moreover, in
any neighborhood of any family with such contour there exists a continuum set of the
families which are not equivalent to each other.

A Method for Computing the Homoclinic Orbits of the Lorenz System
at 0 =10,b =8/3 and p = 13.926. ..
A. F. Vakakis
Department of Mechanical and industrial Engineering
Unwversity of Illinois at Urbana-Champaign
email: avakakis@uiuc.edu

M.F.A. Azeez

Department of Mechanical and industrial Engineering
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Unwversity of Illinois at Urbana-Champaign

We present an iterative technique to analytically approximate the homoclinic loops
of the Lorenz system for o = 10,b = 8/3 and p = pg = 13.926.... First, the local
structure of the homoclinic solution for ¢t — 04 and ¢ — =£oo is analyzed. Then,
global approximants are used to match the local expansions. The matching procedure
resembles the one used in Padé approximations. The accuracy of the approximation is
improved iteratively, with each iteration providing estimates for the initial conditions of
the homoclinic orbit, the valus of pg, and three undetermined constants in the local ex-
pansions. Within three iterations the error in py falls to the order of 0.1%. Comparisons
with numerical integrations are made, and a discussion on ways to extend the technique
to other types of homoclinic or heteroclinic orbits, and to improve its accuracy, is given.
A detailed presentation of the aforementioned analysis can be found in [1].

References

[1] A.F.Vakakis and M.F.A.Azeez. Analytic Approximation of the Homoclinic Orbits
of the Lorenz System at 0 = 10,b = 8/3 and p = 13.926 ... . Nonlinear Dynamics,
volume(15):245-257, (1998).

1.3 Singular Perturbations
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Key note lecture

Geometric Singular Perturbation Theory
Peter Szmolyan
Technische Universitat Wien
email: ps@umbriel.tuwien.ac.at

The geometric approach to singular perturbation problems [1] has been substan-
tially refined and extended during the last decade. For problems which exhibit layer
behaviour this approach has been very successful, see the survey (2] for the basic theory
and references to numerous applications. By now, singularly perturbed ordinary differ-
ential equations can be seen as dynamical systems of considerable complexity but still
amenable to analysis.

However, at points where normal hyperbolicity fails, e.g. fold points or points of self-
intersection of the critical manifold, the well developed geometric theory does not apply.
These situations are abundant in applications, we just mention relaxation oscillations [3]
and turning point problems [4]. A well known related phenomenon are canard solutions
which were first analysed by methods from nonstandard analysis [5] . Only recently,
a pioneering geometric analysis of canard cycles in van der Pol’s equation based on
blow-up methods was given [6].

In this talk we survey results [7,8,9,10] aiming at a comprehensive geometric treat-
ment of singular perturbation problems with nonhyperbolic points. We show how blow-
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up techniques lead to problems which can be analyzed in detail by more conventional
methods from the theory of dynamical systems. Several examples, including relaxation
oscillations and canard solutions, are discussed. This approach provides also insight into
the scaling- and matching-techniques used in classical matched asymptotic expansions.
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Invited lectures

Geometric singular perturbation theory beyond normal hyperbolicity
Freddy Dumortier
Limburgs Universitair Centrum, Diepenbeek, Belgium
email: freddy.dumortier@luc.ac.be

Geometric singular perturbation theory has traditionally dealt only with perturba-
tion problems near normally hyperbolic manifolds of singularities. In the talk will be
shown how blow up techniques can permit enlarging the applicability to non-normally
hyperbolic points. The method will be presented on well chosen examples in the plane
and in 3-space, emphasizing problems concerning bifurcations of limit cycles.
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Geometric singular perturbation theory in infinite dimensions
George Haller
Division of Applied Mathematics, Brown University
email: haller@cfm.brown.edu

Geometric singular perturbation theory is a powerful tool for the study of dynamical
systems with two different time scales. However, its basic techniques, originally estab-
lished by N. Fenichel, are strictly finite-dimensional in nature. This talk surveys recent
infinite-dimensional developments in the framework of two examples. First, Shilnikov-
type manifolds homoclinic to finite-dimensional slow manifolds are described for coupled
nonlinear Schrédinger equations. Second, the existence of an infinite-dimensional slow
manifold comtaining the global attractor of the Maxwell-Bloch equations is discussed.

Asymptotic Method of Differential Inequalities
Nikolai Nefedov
Lomonosov Moscow State University
email: nefedovOmt384.phys.msu.su

Some recent achievements of singular perturbations theory which are based on asymp-
totic method of differential inequalities (AMDI) are presented.

The main idea of AMDI is to construct upper and lower solutions by using formal
asymptotics. This approach was successfully applied to different classes of problems for
nonlinear singularly perturbed equations:

1) Elliptic problems, including systems with ”fast” and slow equations.

2) Parabolic problems with solutions periodic in time.

3) Integro-differential equations ( ODE and PDE cases).

4) Investigations of stability in Ljapunov sense of steady-state and periodic solutions
of the corresponding parabolic equations.

For these classes of problems solutions with internal layers and the case of exchange of
stabilities were considered. Theorems of existence of solutions, estimates of asymptotics
were stated. More detailed consideration of some of the presented problems can be
found in papers [1-3].

References

[1] N.N. Nefedov. Method of differential inequalities for some classes of nonlinear
singularly perturbed problems with internal layers. Differential iquations(russian),
31(7):1132-1139, (1995).

[2] N.N. Nefedov. Two-dimensionalstep-type contrast structures: asymptotics, exis-
tence, stability. Russian Acad. of Sci. reports, 349(5):603-605, (1996).

[3] V.F. Butuzov, N.N. Nefedov, K.R. Schneider. Singularly perturbed boundary value
problems in case of exchange of stability. Journal of Mathematical Analysis and
Applications, 229: 543-562, (1999).



26 A. Dynamical Systems

Captures into resonance and scattering on resonance: an example from
charged particles dynamics
Anatoly Neishtadt
Space Research Institute, Profsoyuznaya str. 84/32, 117810 Moscow, Russia
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Dynamics of a relativistic charged particle in a uniform magnetic field and an elec-
trostatic plane wave is studied. For small amplitude high frequency wave the system is
reduced to a two degrees of freedom Hamiltonian system with slow and fast variables. In
this system, the phenomena of capture into resonance and scattering on the resonance
are described. These phenomena determine the long-term dynamics of the particle.

Gevrey Asymptotics in Singular Perturbations of ODE
Reinhard Schéfke
Unwversité Louis Pasteur, Strasbourg
email: schaefke@math.u-strasbg.fr

For analytical singularly perturbed ordinary differential equations, I present two very

general theorems on the existence of solutions having Gevrey asymptotic expansions

and an idea of their proof (work with M. Canalis-Durand, J.-P. Ramis and Y. Sibuya).
Three applications are given:

e the proof of Wasow’s conjecture on the nature of turning points (thesis of C.
Stenger),

e a theorem on resonance in the sense of Ackerberg - O’Malley (work with A.
Fruchard),

e a generalisation of a theorem of Y. Sibuya on the convergence of formal solutions
in the theory of singular perturbations.

The theorems were chosen to show the power of analytical methods in the theory of
singular perturbations.
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Propagating Activity Patterns in Neuronal Networks
David Terman
Ohio State University
email: terman@math.ohio-state.edu

Synaptically coupled neuronal networks can exhibit a wide variety of propagating
wave activity. These waves depend on many network properties including whether the
coupling is excitatory or inhibitory and the architecture of neuronal connections. In
this talk, I will discuss how geometric singular perturbation methods have been used to
classify which waves exist for a given network and how to compute their wave speed.

Contributed talks

Bifurcations, scaling laws and hysteresis in singularly perturbed systems
Nils Berglund
WIAS-Berlin
email: berglundQ@wias-berlin.de

Dynamical systems depending on a slowly varying parameter can be described by a
singularly perturbed differential equation of the form i = f(x,t). We are interested
in the qualitative behaviour of solutions near a bifurcation point of the associated one-
parameter family of dynamical systems & = f(z, A).

Bifurcations with a single zero eigenvalue lead to the appearance of scaling laws:
certain solutions of the singularly perturbed equation track an equilibrium branch of
f(z, ) at a distance of order ®|t|°. When f(z,t) is periodic, this can produce hysteresis
cycles whose area behaves as ¢, where p is usually a rational number. We present a
method based on Newton’s polygon to compute the exponents «, 5 and p [1,2].

The passage through a Hopf bifurcation leads to the well-known bifurcation delay
[3,4]. We construct a scalar feedback control which suppresses this delay by transforming
the Hopf bifurcation into a bifurcation with double zero eigenvalue, described by a cubic
Liénard equation [5]. We present a result on exchange of stabilities for the associated
slowly time-dependent equation [6].
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Exponential Sensitivity in some singularly perturbed boundary value
problems
Adriana Bohé
email: bohe@math. jussieu.fr

We consider a singularly perturbed boundary value problem with Dirichlet conditions
and study the sensitivity of the internal layers solutions with respect to small changes in
the boundary data. Our approach exploits the existence of smooth invariant manifolds
and their asymptotic expansions in the small parameter of perturbation. Using this
approach we show that the phenomenon is extremely sensitive since the shock layers are
only obtained by exponentially small perturbations of the boundary data.

Examples considered include certain equations associated with metastable internal layer
motion.

Integral Manifolds in the Theory of Singularly Perturbed
Differential-Difference Equations
Igor Cherevko
The State Unwversity of Chernivtsi
email: cherevko@math.chdu.cv.ua

We consider the following system with time lag

dx

d_ — f(t,x,y,6),

dé (1)
5% = C(t)y—i—D(t)yA+g(t,l’;$AayayA;5);

where t € R, z,20 € R", y,ya € Q, ={y € R™,|y| < p}, e >0 (va =2(t —cA),ya =
y(t —eA)).
In this paper we investigate conditions of existence for an integral manifold of system
(1) in form
y = h(t,z,e).

The flow on this manifold is governed by the m-dimentional system

dx

E:f(t,a;,h(t,a;,e),s). (2)

Moreover, the stability property problem for system (1) is equivalent to the stability
problem for reduced system (2) [1].
Method of integral manifolds is applied to study linear singularly perturbed system

2] ;
x
? = A(t)x + B(t)y, )
aﬁ = C(t)y+ D(t)ya + F(t)z + G(t)za.
The use of this method permits us to solve a problem of decomposition of singularly
perturbed differential-difference system (3) into two independent, equations.
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The period function of non homogeneous equations
A. Raouf Chouikha
Uniwversity of Paris-Nord
email: chouikha@math.univ-parisi13.fr

We study the period function 7'(¢) of a center of non homogeneous differential system:
u" + g(t,u,u’) =0, (1)

where the function g satisfies certain conditions, ensuring the existence of a center at
the origin O.

We are interested in the existence of solutions of equation (1), and more precisely
in the case where g(t,u,u') = f(u) + €h(t,u,u’). So that the homogeneous equation
u" + f(u) has a center and a monotonic period function depending on the energy. Some
sufficient conditions for the monotonicity of T'(¢) or for the isochronocity of a center in
the homogeneous case may be extended in the perturbed case.

We also examine the differential equation of Lienard type u” + a(t)u’+ f(u) = 0, and
the monotonicity of its period function.
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Invariant manifolds approach to optimal control of nonlinear singularly
perturbed systems
Emilia Fridman
Dept. Electrical Eng./Systems, Tel Aviv University, Tel Aviv 69978, Israel
email: emilia@eng.tau.ac.il

Consider the following nonlinear affine system:
@1 = fi(v1, 12) + Bi(21, 22)u, €ty = fa(w1,29) + Ba(w1, 22)u, (1)
with the functional

J = /Ooo[k'(xl,azg)k(azl, x3) + u'R(xy, xq)u]dt, (2)

where x1(t) € R™ and x5(t) € R™ are the state vectors, © = col{z1, 22}, wu(t) € R™is
the control input, and z € R? is the output to be controlled, ¢ > 0 is a small parameter.
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The functions f;, B;, R and k are differentiable with respect to x a sufficient number of
times. We assume also that f;(0,0) = 0,%(0,0) =0 and R = R’ > 0.

The system (1)-(2) has a non-standard singularly perturbed form in the sense that
it is nonlinear in both, the slow variable x; and the fast variable x5. In the standard
form the system is linear in 5.

We are looking for a nonlinear state-feedback

u=f(x), B(0)=0, (3)

that minimizes the cost (2), where z(0) = (. For each ¢ > 0 the control law (3) is
locally optimal on Q C R™ x R™ if there exists {2y, 0 €  C €2y, such that the closed-
loop trajectories for initial data in €2 remain in 2; and for any initial condition xy € 2
and any control u(t) for which

(i) z(t) € Qy, t >0; (i7) J(xo,u) < o0; (ii7) lim x(t) =0

t—00
we have J(zg,ug) < J(xo, u).

It is known that the optimal controller for such problem can be designed by solving
a Hamilton-Jacobi partial differential equation. This equation is solvable iff there exists
a special invariant manifold of the corresponding Hamiltonian system. We obtain exact
slow-fast decomposition of the Hamiltonian system and of the special invariant manifold
into the slow and the fast ones. On the basis of this decomposition we construct high-
order asymptotic approximations of the optimal state-feedback, optimal trajectory and
optimal open-loop control.

Multiplicative solution asymptotics for
singularly perturbed parabolic boundary value problems

Serguei Frolovitchev
MTUCI, Moscow, Russia
email: frolovit@amath.msk.ru

In this talk we consider the boundary value problem

)
a—? — Ly, t>0, z€D; (1)
u‘t:o =0, vedD (a:), (2)

where u = u(x,t, h),
L, = h(A(x)V,V) + (b(z), V) + ¢(x)

is an operator uniformly parabolic on the set Dy, A(x) is a symmetric (n X n) matrix,
b(x) = (by(z),b2(x),...,b,(x)) is a vector-valued function, the components of the matrix
A(x) and of the vector b(z) are infinitely differentiable on Dy; the function c¢(x) < 0
for x € Dy, and c¢(x) € C*(Dy); Dy is a bounded domain such that (D U dD) C IR";
the function ¥(x) > § > 0 for z € 9D, ¥(z) € C*(0D). The boundary 0D of the
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domain D is a class C*°; h € (0,1] is a small parameter, (-,-) is the inner product in
R?, V = (0/0x1,0/0xs,...,0/0x,) is the gradient operator.

We construct the global exponential asymptotics of the solution of problem (1),(2)
as h — +0 for a finite time interval. We investigate following three cases:

(i) (b(z),n(z)) >0; (if) (b(z),n(z)) <0; (ii) (b(z),n(x)) =0,
where € 0D and n(z) is the unit outward normal vector to 0D at the point .
We also construct the global asymptotics of the solution of problem (1), (2) in the

case in which the equation coeffients of L, depend on x and t.
Part of these results are joint work with V.P. Maslov and S.I. Chernykh.

Limit Cycles of Polynomial Dynamical Systems
Valery Gaiko
Belarussian State University of Informatics and Radioelectronics
email: vlrgkQcit.org.by

Two-dimensional polynomial dynamical systems are considered. The main problem
of the qualitative theory of such systems is Hilbert’s Sixteenth Problem on the max-
imum number and relative position of limit cycles. There are three local bifurcations
of limit cycles: 1) Andronov — Hopf bifurcation (from a singular point of the center or
focus type); 2) separatrix cycle bifurcation (from a homoclinic or heteroclinic orbit);
3) multiple limit cycle bifurcation. The analysis of each of these bifurcations individu-
ally does not yield a complete solution of the Problem even in the simplest (quadratic)
case of nonlinear polynomial systems. Using Erugin’s ideas on the qualitative investi-
gation on the whole, Duft’s field-rotation parameters and Perko’s termination principle,
we connect all local bifurcations of limit cycles and develop a global bifurcation theory
of polynomial dynamical systems.

In particular, we give a sketch of proof of the theorem stating that for quadratic
systems four is the maximum number of limit cycles and (3:1) is only possible their
distribution. The proof is carried out by contradiction. On the first step we show the
nonexistence of four limit cycles surrounding a singular point. We consider a canonical
system containing three field-rotation parameters and suppose that it has four limit
cycles around the origin; then we get into some three-dimensional domain of the field-
rotation parameters being restricted by some conditions on the rest two parameters
corresponding to the definite case of singular points in the phase plane. This three-
parameter domain of four limit cycles is bounded by three fold bifurcation surfaces
forming a swallow-tail bifurcation surface of multiplicity-four limit cycles. It can be
shown that the corresponding maximal one-parameter family of multiplicity-four limit
cycles cannot be cyclic and terminates either at the origin or on some separatrix cycle
surrounding the origin. Since we know absolutely precisely at least the cyclicity of the
singular point (Bautin’s result) which is equal to three, we have got a contradiction with
the termination principle stating that the multiplicity of limit cycles cannot be higher
than the multiplicity (cyclicity) of the singular point in which they terminate. Since
we know the concrete properties of all three field-rotation parameters in the canonical
system and, besides, we are able to control simultaneously bifurcations of limit cycles
around different singular points, the proof of the theorem can be completed.
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In a similar way cubic and more general polynomial systems can be considered.
Thus, generalizing the obtained results, we develop a global bifurcation theory of planar
polynomial systems. We discuss also how to apply these results for higher-dimensional
dynamical systems and how, in particular, to construct a three-dimensional system with
a strange attractor on the base of a planar quadratic system with two unstable foci and
an invariant straight line.

On WKB asymptotic expansions of high frequency vibrations in stiff
problems
Yuri Golovaty
Cracow University of Technology, Poland
email: holovaty@usk.pk.edu.pl

Natalia Babych
Lviv State Unwversity, Ukraine
email: diffeq@mf.franko.lviv.ua

Stiff problems are differential equation problems with very different values of the
coefficients in different regions of the domain. Such problems model the vibrations of
a system consisting of two (or more) materials, one of them very stiff respect to the
other. Stiff problems originated in J.L. Lions [1]. We study the asymptotic behavior of
the eigenvalues and eigenfunctions of the corresponding spectral problem.

Let Q be a bounded domain of IR", n = 1,2, ..., divided in two parts {2y and €; by
the interface [: Q = Qo Uy UI'. Consider the spectral boundary value problem

Lo(z,0,)u® — A°u® =0 inQy and eLi(x,0;)u® — A u® = in Q

with the Dirichlet boundary conditions on 02 and the standard conjugate conditions
on I'. Here Ly and L; are elliptic operators. The asymptotic behavior as ¢ — 0 of
eigenvalues \; and eigenfunctions u has been widely studied (see [2] and the references
given there). The study of so called low frequencies \; = O(¢e) leads us to a Dirichlet
eigenvalue problem posed in the less stiff structure €2; and does not provide a good
insight on the vibration problems over all €2.

From a physical viewpoint there is the different kind of proper vibrations (so called
high frequency vibrations) which correspond to sequences of eigenvalues )\2(6) with k(e) —
0o. Such vibrations are generated by the stiffer structure {2y and have strongly oscillatory
character in ; (see [3]). Constructing of asymptotic expansions of the high frequency
vibrations has been an open problem. Use a WKB-technique we find for some operators
L; and domains €; the full asymptotic expansions of such vibrations in the form

u (z) ~ Y Fop(x) itz e Qo ut(x) ~ Y e fp(r,e7'S(x)) ifze

where S is a solution of the corresponding Hamilton-Jacobi equation. The asymptotics
has a discrete character with respect to a small parameter €. The sequences £, — 0 on
which expansions are constructed and justified are given by formula.
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Radiation Reaction and Center Manifolds
Markus Kunze
Mathematisches Institut, Universitit Koln, Weyertal 86, D-50951 Koln, Germany
email: mkunze@mi.uni-koeln.de

We consider a charged particle subject to self-generated electric and magnetic fields
and under the influence of external fields, the classical Abraham-Lorentz model. An
important issue for such models is to derive an “effective equation” for the particle
position ¢(t) € IR?, i.e., an ODE for ¢ alone, with the contributions from Maxwell’s
equations for the fields incorporated. By formal calculations it can be seen that this
equation is of type

(mo + &~ 'me)i = F(g,4) +ag®, (1)

with @ > 0, mg and m, the rest mass and the effective mass of the particle, respectively;
F denotes the external forces. This is the famous Lorentz-Dirac equation which (due to
the term with the third derivative) has undesirable “run-away”-solutions, i.e., solutions
that go off to infinity exponentially fast. There have been a lot of attempts to single
out those initial data that lead to physically relevant solutions of (1) and to interpret
them as approximations of the full problem, but no satisfactory answer has been know.

In this talk we outline a complete solution to this problem (and a rigorous derivation
of (1)). It will be shown that the physically relevant solutions are exactly those which
build up a normally hyperbolic manifold for (1) as a singular perturbation problem. In
addition, those solutions are good approximations of the solutions to the full Abraham-
Lorentz equations. The true “effective equation” then is the corresponding equation
on the center-like manifold, and this equation has only physically reasonable solutions.
(Joint work with H. Spohn.)

A perturbation method based on integrating vectors
Wim T. van Horssen
Department of Applied Analysis, Faculty of Information Technology and Systems, Delft
Unwversity of Technology, Mekelweg 4, 2628 CD Delft
email: W.T.vanHorssen@twi.tudelft.n

In this paper a perturbation method based on integrating vectors and multiple scales
will be presented for initial value problems for regularly or singularly perturbed ordinary
differential equations. Asymptotic approximations of first integrals will be constructed
which are valid on long time-scales. In some cases approximations of first integrals can
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be obtained that are valid for all times. Several examples are treated to show how this
perturbation method can be applied.

On the asymptotic behaviour of solutions of singular initial value problems
Oleksandr Zernov
Odessa State Polytechnic University
email: zernov@usm.tm.odessa.ua

The following singular initial value problem is under consideration
a(t)z'(t) = F(t,=(1),2'(1)), (1)

z(0) =0, (2)

where « : (0,7) — R™ ™ - a matrix with continuous elements,

a(t) = diag(aq(t), ..., ay(t)),

a;(t) - 0, t— 40, i€ {1,...,n}, F is a continuous function in some domain.
For any p € (0,7) p — solution of the problem (1), (2) is said to be a continuously
differentiable function = : (0,p) — R"™ which is satisfield (1) when ¢ € (0,p) and
also z(t) — 0 when ¢ — +0. Sufficient conditions are given wherein the problem
(1), (2) has a nonempty set of p - solutions (where p > 0 is small sufficiently) with
needed asymptotic properties when ¢ — +0. In particular, special cases «;(t) = (3(t),
i€ {l,...,n} and a;(t) = Bi(t), © € {1,...,m}, aj(t) = B2(t), 5 € {na +1,...,n}
are under consideration. New efficient algorithms have been designed. All theorem’s
conditions are effective. The investigation methods can be used for solving of a wide
range of problems of local analysis.

1.4 Stochastic Systems

Organizers : Ludwig Arnold, Peter Kloeden

Key note lecture

White Noise Eliminates Instability
Hans Crauel
TU Berlin
email: crauel@math.tu-berlin.de

For deterministic systems with nontrivial limit behaviour the concept of a global
attractor has turned out to be useful. A global attractor is a compact invariant subset
of the state space, which attracts every bounded set.

When taking additional random influences into account, the concept of a global attrac-
tor has to be extended. One possible approach is to allow the attractor to be a random
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set. A compact random set is said to be a random attractor if it is invariant in a suit-
able sense, and if it attracts every bounded deterministic set. It turns out that random
attractors exist for several classes of systems, among them random perturbations of
systems from mathematical physics.

When considering random influences of small intensity, the question of the relation be-
tween the attractor of the unperturbed system and the family of random attractors of
the randomly perturbed systems arises. It turns out that, with the intensity of the
perturbation tending to zero, the random attractor stays in arbitrarily small neighbour-
hoods of the unperturbed attractor almost surely.

However, in general the random attractor does not converge to the unperturbed at-
tractor. Examples show that random perturbations may cause the random attractor to
become smaller than the unperturbed attractor, where ‘smaller’ not only refers to set
inclusion, but also to (Hausdorff) dimension.

A possible explanation of this phenomenon is the fact that the perturbed system be-
comes transient in a vicinity of unstable regions of the attractor of the unperturbed
system, even if the intensity of the random perturbation is very small.

Invited lectures

Bifurcation theory for stochastic differential equations
Peter Baxendale
Unwversity of Southern California
email: baxendal@math.usc.edu

In many physical systems which can be modelled by It6 stochastic differential equations,
the equilibrium and stability properties of the system change as certain parameters in
the system vary. Stationary probability measures may appear or disappear; (almost
surely) stable fixed points may become (almost surely) unstable; pairs of trajectories
may diverge (almost surely) instead of converging. Very often these phenomena are
associated with the change of sign of a relevant Lyapunov exponent. In this talk we
shall give some examples and results concerning such systems.

Random homoclinic dynamics
Volker Matthias Gundlach
Universitat Bremen
email: gundlach@math.uni-bremen.de

Transversal random homoclinic points play an important role for the description of
smooth random dynamical systems exhibiting chaotic behaviour. In discrete time their
existence gives rise to an invariant random homoclinic set on which the dynamics can be
modeled by a random subshift of finite type. Following [1] we present a corresponding
random version of the Smale Birkhoff Theorem which pays tribute to this phenomenon.

In continuous time a random Melnikov method can be used to have a recourse to the
result in discrete time. We describe a method from [2] where criteria are provided in
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terms of simple zero-crossings of a Melnikov process for a randomly perturbed differential
equation on IR? of the form

&= f(x)+eg(0(t)w, z,€)

where f is a bounded C? function such that this equation possesses a hyperbolic fixed
point xy for € = 0 and a homoclinic solution ¢ : IR — IR? corresponding to g, i.e.
limy 400 () = o, (6(%))ier is an ergodic metric dynamical system on the probability
space (2, F,IP) with € being a topological space and t — 0(t)w being continuous for
all w € Q, g: QxR X (—¢p,€0) — IRP for some ¢y € IRy is a measurable, uniformly
bounded function which is C? for each fixed w € 2 and continuous for each fixed (z,€).
In case of p = 2 and the unperturbed system being Hamiltonian, the Melnikov process
can be nicely presented as

o0

o M) = [ F(Cls = 1) A g(B(s),Cls — 1), 0)ds
and hence consists just of given quantities such that it can be, in principle, computed.
Steinkamp’s Melnikov criterion requires that the number of simple zero-crossings of the
Melnikov process has positive expectation. If this is satisfied, then a Poincaré section
can be constructed that leads to a random dynamical system in discrete time with a
transversal random homoclinic point.
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Cohomology of flows of stochastic and random differential equations
Peter Imkeller
Humboldt-Universitat zu Berlin
email: imkeller@mathematik.hu-berlin.de

Suppose a stochastic differential equation in d—dimensional Euclidean space possesses
a global forward flow. We investigate conditions under which this flow is conjugate
to the flow of a non-autonomous random ordinary differential equation, i.e. one can
be transformed into the other via a random diffeomorphism of d—dimensional space.
Viewing a stochastic differential equation in this form which appears closer to the setting
of ergodic theory, can be an advantage when dealing with asymptotic properties of the
system.

Lyapunov’s Second Method for Stochastic Differential Equations
Xuerong Mao
Department of Statistics, University of Strathclyde, Glasgow G1 1XH, U.K.
email: xuerong@stams.strath.ac.uk
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During the past century Lyapunov’s second method has gained increasing significance
and has given decisive impetus for modern development of stability theory of dynamic
systems. A manifest advantage of this method is that it does not require the knowledge
of solutions of equations and thus has exhibited a great power in applications. On the
other hand, since It6 introduced his stochastic calculus about 50 years ago, the theory of
stochastic differential equations has been developed very quickly. Naturally, Lyapunov’s
second method has been developed to deal with stochastic stability by many authors
(cf. [1-11]). There are several books available expounding the main ideas of Lyapunov’s
second method for stochastic differential equations e.g. Arnold [1], Has’minskii [5],
Kushner [7]. In recent years, the original ideas have been refined, generalized and
extended in several directions. Many new concepts have been introduced. Especially,
some new ideas and approaches which might provide an exciting prospect of further
advancement are still in the initial stages of investigation. In this talk, some of these
aspects will be discussed.
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The Conley Index for Random Dynamical Systems
Gunter Ochs
Institut fir Dynamische Systeme, Universitat Bremen
email: gunter@math.uni-bremen.de
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The Conley index provides a topological tool in the qualitative study of dynamical
systems. We will extend this method to random dynamical systems, which serve as a
model for dynamics influenced or perturbed by probabilistic noise.

Criteria for the existence of random invariant sets and invariant measures under the
presence of noise are given. In particular we will present some results on stochastic
stability of invariant objects.

On the rate of dispersion of stochastic flows
Michael Scheutzow
Fachbereich 3, MA 7-5, TU Berlin, Strafle des 17. Juni 135, 10623 Berlin, Germany
email: ms@math.tu-berlin.de

Suppose that ¢,(z), z € IR%, ¢ > 0 is a stochastic flow of homeomorphisms on IR?. We
study the growth of the diameter of the image ¢,(B) of the unit ball B C IR% as t — 0.
Using chaining we show that under suitable Lipschitz and boundedness conditions on
the local characteristics of the flow, ¢;(B) grows at most linearly in ¢. In the second
part of the talk we discuss the special case of an isotropic Brownian flow in more detail.
We show that if the top Lyapunov exponent is nonnegative, then the diameter of ¢,(B)
(and even that of ¢,(S) for any nontrivial bounded connected subset S of IR%) actually
grows linearly in ¢ i.e. liminf }diam (¢;(B)) > 0 almost surely. If - on the other hand
— the top Lyapunov exponent is negative, then the following dichotomy holds: with
probability one ¢;(B) either grows linearly or shrinks to a point as ¢ — oo and both
events happen with strictly positive probability.

The talk is based on joint work with M. Cranston (Rochester) and D. Steinsaltz
(Berkeley). The problem is motivated by applications in oceanography (the temporal
dispersion of an oil slick on the surface of the ocean).

Contributed talks

The comparison of the stability of two statistical parameter estimators
under complex disturbances in the data
Michail V. Borisov
Nowvosibirsk State University
email: assal6@hotmail.com

In the report, we make a comparison of the orthogonal regression (OR) estimator
and the least squares (LS) estimator of the parameters of the autoregressive system:

n n
=Y aw  + Y bup,;, t=n+1,...,N, (N>n+1).
=1 i=0

The both ”proper” and "non-proper” disturbances are considered, namely, those under
which the estimators do not possess the estimate consistency, asymptotic unbiasedness,
etc. We prove the theorem about the LS and the OR estimators identity as functions
of data in the first order term of the Taylor-series expansion with respect to the ”true”
non-perturbed data value. Then, by Monte-Carlo analysis, we investigate the region of
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the estimates’ linear dependence on the data under small disturbances. By the above
theorem, in this region the LS and the OR estimators are identical. To implement
more thorough Monte-Carlo simulations, the terms up to third order in the Taylor-
series expansions for both the LS and the OR estimation criteria were analytically
achieved. It was found that under circumstances considered as quite general, with non-
proper disturbances, the OR estimator yields less mean square deviation, than the LS
estimator.
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New Aspects of Non-Integrability of
Multi-Dimensional Systems Based on Symbolic Dynamics
Sergei A. Dovbysh
Moscow State University
email: dovbysh@inmech.msu.su

Some essentially new approaches and results in the problem of analytic non-integrabi-
lity of multi-dimensional systems are presented. Traditionally, the analytic non-integra-
bility means the absence of non-trivial analytic (or even meromorphic) first integrals, i.e.,
functions constant along each trajectory of the system under consideration. The problem
of obtaining conditions that guarantee these non-integrability properties is the classical
one and goes back to H. Poincaré. Results related to lower-dimensional systems (two-
dimensional mappings or three-dimensional flows, in particular, Hamiltonian systems
with two degrees of freedom) are well-known. Nevertheless, the number of rigorous
results related to multi-dimensional systems is very limited.

We will describe and discuss conditions that guarantee the absence of any mero-
morphic first integral in the multi-dimensional case, regardless of a finite dimension in
question. This is the strongest analytic non-integrability and not any Hamiltonian na-
ture (which is of no importance) is assumed here. The conditions obtained persist under
small perturbations and can be constructively verified for concrete dynamical systems
in mechanics and physics. Some relevant results were published in [1,2].

Firstly, it is well-known that under some simple conditions the presence of transver-
sally intersecting separatrices of hyperbolic periodic solutions implies the existence of a
set, of the so-called “quasi-random” motions. These motions are described by methods
of symbolic dynamics. In the case of a two-dimensional mapping or a three-dimensional
flow, the presence of quasi-random motions leads to the analytic non-integrability. The
corresponding proof by V. M. Alekseev is not already valid for higher dimensions. Spe-
cific multi-dimensional conditions will be described that guarantee the non-integrability.
The cause of the latter phenomenon is that the set of quasi-random motions is “rough
enough” and does not lie on any smooth regular submanifold of positive codimension.
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Secondly, we consider branching of solutions in the complex domain from the point
of view of symbolic dynamics methods. This allows us to reformulate the above non-
integrability conditions to the present case. The conditions obtained are easily applicable
for a wide class of dynamical systems arising in mechanics and physics, in particular,
those where other non-integrability approaches are not applicable or very hardly ap-
plicable. Even in the lower-dimensional case, the conditions obtained are simpler and
more general than the known ones.
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Lyapunov Exponents of Linear Stochastic Jump Diffusions
C.W. Li
City Unwversity of Hong Kong
email: macwli@cityu.edu.hk

The co-authors of this work are Prof R. Situ, Zhongshan University, China and Dr
Z. Dong, Institute of Applied Mathematics, Academia Sinica, Beijing.

Under the uniformly elliptic condition or the hypoelliptic condition as in the diffusion
case, see [1,2], the linear stochastic jump diffusion process projected on the unit sphere
is a Fellor process and has a unique invariant measure using the relation of the transition
probability between diffusions and jump diffusions in [3]. The deterministic Lyapunov
exponent has an integral expression on the sphere with respect to the ergodic invariant
measure so that the almost sure exponential stability of the linear stochastic jump
systems depends on the its sign. The critical case of zero Lyapunov exponent will be
discussed and examples will be treated as appropriated.
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Unified Conditions for Parameter Identifiability in AR, ARMA, ARMAX,
EIV stochastic linear systems
Andrei A. Lomov
Sobolev Institute of Mathematics
email: lomov@math.nsc.ru
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We consider the class of parameterized stochastic systems which includes AR, ARMA,
ARMAX, EIV, and AR(I)MAX model structures. Data samples are supposed to consist
of records of finite length, with the sample size depending on the number of records. It
is shown that under natural assumptions about distributions of initial values, input vari-
ables, and disturbances the systems have parameter identifiability conditions expressible
by restrictions on ranks of the real matrices of the system coefficients. For the ”proper”
parameterizations, derived conditions are not only sufficient but necessary. The results
remain valid for the systems with data formed by samples of continuous records with a
length tending to infinity.

The system is described by the equations

[0(0) + - -+ (0) P w(t) = [10(0) + - - - + 11, (0)sP] €1(F)
w(t) = B(t) + ex(t),  te{l,...,N—p}

Input-output signals are joined together in the vector variable @w(-) € RU*™ s is a
backward shift operator, (sw(t) = w(t + 1)), and &1(-), €2(-) are unmeasured distur-
bances. Then, v;(0) € R™<+m™ " 1,(9) € R™! are parameterized matrix coefficients of
the system, and 6 € 2 C R is a fixed parameter vector. The system does not undergo
the controllability and stability restrictions.

Let us introduce the measured trajectory z = [w(1);...;w(N)] € RNC+™) . In the
paper, we investigate identifiability of the parameter value € given the set {2y,..., 25} of
measured trajectories. Consistency of the # estimates is considered in the limit L — oo.

Let Py be the distribution of z caused by given distributions of €;(+), €2(+), u(-), and
wy. The system is called globally identifiable at 0, if Py = P¢, £ € Q implies { = 6. The
system is called locally identifiable at 0, if there exists a neighborhood V' (#) C Q such
that Py = P¢, £ € V(6) implies £ =6 [1].

The problem statement: It is needed to define restrictions on the parameterization
0 <> g, under which the system is locally (globally) identifiable at 6 € ).

Theorem. The system is globally (locally) identifiable at 6, if and only if the
equation

p(s) [0 (s), po(s)al = [7e(s), pe(s))

with respect to unimodular p(s) € R™*"[s], orthogonal ¢ € R™!, and £ € Q (£ € V(0) C
Q), implies p(s) =1, q=1,£=10.
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Key note lecture

Bifurcation with Euclidean symmetry:
Universality, Reduction and Ginzburg-Landau equations
[an Melbourne
Unwversity of Houston
email: ism@math.uh.edu

[ will consider mathematical issues concerning Ginzburg-Landau theory, by which I
mean the validity, universality, and structure, of reduced equations near criticality in
spatially extended systems. The extraction of Ginzburg-Landau equations (variously
known as amplitude, modulation and envelope equations) is part of this theory. Partic-
ular attention is paid to the Euclidean symmetries present in such systems.

In local bifurcation theory, the word ‘universality’ has a precise meaning and refers
to those aspects of local bifurcations that are driven by the type of bifurcation and
the symmetries that are present. This point of view goes back to Landau’s theory of
second order phase transition in crystals, and is made mathematically precise for general
problems with compact symmetry group in equivariant bifurcation theory [1]. Spatially
extended systems have noncompact, usually Euclidean, symmetry, and the Ginzburg-
Landau equations are supposed to be universal (in the above sense) for bifurcations
in such systems. In my talk, I will describe complete results on universality for local
bifurcations in systems with Euclidean symmetry. Some of these results can be found
in [2] and show that the theory is richer than is often realized.

Another feature of Landau theory and equivariant bifurcation theory is reduction,
locally, to a minimal system of reduced equations (for example, by center manifold
reduction). I will present such a reduction method, preserving ‘essential’ solutions, for
systems with Euclidean symmetry. Again, some of these results can be found in [2].

The extraction of Ginzburg-Landau equations corresponds to truncation of the re-
duced equations at lowest order. This step is problematic even formally. In situations
where the extraction of Ginzburg-Landau equations is possible, their (exact, for all
time) validity is clarified by the methods described in this talk. In addition, the pres-
ence and implications of normal form symmetry in the Ginzburg-Landau equations will
be discussed.
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Invited lectures

Drifts for Euclidean Extensions of Dynamical Systems
Peter Ashwin
Unwversity of Surrey
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email: P.Ashwin@surrey.ac.uk

(This is joint work with I. Melbourne and M. Nicol.) We consider the behaviour
of generic group extensions of ergodic dynamical systems by noncompact groups, in
particular by SE(n) the special euclidean group. A natural question of physical in-
terest is whether the norms of solutions of such systems are unbounded or not, and
if they are unbounded then at what rate do they typically grow. For extensions of
uniformly hyperbolic mappings we show using a central limit theorem argument that
there are generically unbounded orbits whose variance grows proportional to time. For
group extensions of quasiperiodic and periodic we give conditions that ensure generic
boundedness and unboundedness. Some implications of these results on the behaviour
of instabilities of reaction diffusion systems on unbounded domains is also considered.
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Bifurcation of relative equilibria in Hamiltonian systems
Pascal Chossat
I.N.L.N., Centre National de la Recherche Scientifique, Sophia-Antipolis, France
email: chossat@inln.cnrs.fr

Debra Lewis
Math Department, U. of California, Santa Cruz
email: lewis@math.ucsc.edu

Juan-Pablo Ortega
Ecole Polytechnique Fédérale de Lausanne
email: Juan-Pablo.Ortega@epfl.ch

Tudor S. Ratiu
Ecole Polytechnique Fédérale de Lausanne
email: Tudor.Ratiu@epfl.ch

The relative equilibria of a symmetric Hamiltonian dynamical system are the critical
points of the so-called augmented Hamiltonian. In the same spirit as in the work of
Krupa [1] in the context of non-conservative systems, the underlying geometric struc-
ture of the system is used to decompose the critical point equations and construct a
collection of implicitly defined functions and reduced equations describing the set of
relative equilibria in a neighborhood of a given relative equilibrium. The analytical and
group invariance structure of these reduced equations is exploited to solve the problem
in specific cases. In particular, a persistence result of Lerman and Singer [2] is gener-
alised to the framework of Abelian proper actions. The method is illustrated with an
example from wave resonance in mechanical systems which was initially studied with a
different method by Chossat and Dias [3].
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Stable ergodicity
Michael J. Field
Unwversity of Houston
email: mf@uh.edu

We describe recent work on stable ergodicity for diffeomorphisms equivariant with
respect a compact Lie group. Some of our results are joint work with Parry (Warwick)
[1] and Nicol (UMIST) [3]. One of the techniques we use depends on constructing a
symbolic dynamics (finite coding) on the orbit space of a group invariant (partially)
hyperbolic set. This is done using a generalization of Markov partitions appropriate for
the study of non-free group actions. (In general, dynamics on the orbit space will not
be expansive.)
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Animal Gaits and Coupled Oscillators
Martin Golubitsky
Unwversity of Houston
email: mg@uh.edu

Ian Stewart
Unwversity of Warwick
email: ins@maths.warwick.ac.uk

Luciano Buono
Unwversity of Warwick
email: buono@maths.warwick.ac.uk

James J. Collins
Boston University
email: collins@enga.bu.edu

The observed spatio-temporal symmetries of animal gaits — that is, the rhythmic
patterns of movement of the legs — provide useful clues to CPG architecture. Plausible
assumptions about the symmetries of a CPG for quadrupedal locomotion that generates
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the range of symmetries of observed gaits imply that such a CPG should consist of eight
nominally identical subcircuits, or ‘cells’, arranged in an essentially unique manner.
Two cells are assigned to each limb, and it is conjectured that their role is to control
the timings of two distinct muscle groups. Analogous CPG architecture is proposed for
bipeds, hexapods, and myriapods.

Predictions include the following. Gaits naturally divide into two classes: primary
(walk, trot, ...) and secondary (gallops, canter, ...). There is a new primary gait called
gump. There are restrictions on the wave numbers of primary gaits of myriapods of which
the common tripod gait of hexapods is an example. Bipeds perform two distinct gaits
with the ‘out-of-phase’ symmetry of the walk, and two distinct gaits with the ‘in-phase’
symmetry of the hop. Some evidence suggests that the two walk gaits in humans are
the usual walk and run gaits; in the walk the limbs flex at the ankle, and in the run the
ankle is more rigid.
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Forced symmetry breaking and pattern formation in weakly anisotropic
systems
Timothy K. Callahan
Department of Mathematics, University of Michigan, Ann Arbor, MI 48109, USA
email: timcall@math.lsa.umich.edu

Edgar Knobloch
Department of Physics, University of California, Berkeley CA 94720, USA
email: knobloch@physics.berkeley.edu

Pattern formation in two-dimensional weakly anisotropic systems is considered from
the point of view of forced symmetry breaking. In the absence of anisotropy the problem
is formulated on an isotropic spatially periodic lattice with a symmetry group G. This
group acts on the amplitudes z via its representation I' [1]. In the presence of anisotropy
the group G acts simultaneously on the (two-dimensional) applied anisotropy vector s,
but does so in general with a different representation I''. The notion of (I',I") co-
equivariance is introduced to describe dynamical systems which are G-symmetric in the
sense that

v(9) - f(z,8) = f(v(9) -2,7'(9) -8), Vgeq. (1)

Using Poincaré series the most general (I', I') co-equivariant systems are constructed [2].
The resulting equations for G = T?4Dg® Z, and G = T2+ Dy, corresponding to pattern
formation on a hexagonal lattice with and without midplane reflection symmetry, are
truncated at third order in both z and s and analyzed. The results are applied to
Rayleigh-Bénard convection in weak imposed Poiseuille and Couette flows.
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Bifurcation from discrete rotating waves
Jeroen S.W. Lamb
Department of Mathematics, Imperial College, 180 Queen’s Gate, London SW7 2BZ,
UK
email: lamb@maths.warwick.ac.uk

My talk will address recent developments in the understanding of bifurcation from
periodic solutions in equivariant dynamical systems. The focus will be mainly on the
theory for bifurcation from isolated periodic solutions in dynamical systems with a com-
pact symmetry group.

Equivariant bifurcation theory is concerned with the bifurcations of equilibria and
periodic solutions in differential equations that are equivariant with respect to the ac-
tion of a (compact) Lie group. A systematic approach to bifurcation from symmetric
equilibrium solutions is laid out in [1]. Importantly, bifurcations in equivariant systems
are generally different from bifurcations one would expect in non-symmetric systems.

Until recently, a theory for bifurcation from symmetric periodic solutions was devel-
oped only to deal with certain special situations. The theory for periodic solutions with
purely spatial symmetries was developed by Chossat and Golubitsky [2]. Fiedler [3]
studied systematically bifurcation from periodic solutions with discrete spatiotemporal
symmetry using return map techniques. However, the latter study was confined to cyclic
symmetry groups.

The treatment of bifurcation from periodic solutions with spatiotemporal symmetries
using return map techniques was taken up again recently by Lamb [4]. It turns out that
an extension of Fiedler’s approach involves consideration of twisted equivariant maps
(called k-symmetric maps in [4,6]). In [5], Lamb and Melbourne developed a systematic
theory for generic bifurcation from spatiotemporally symmetric periodic solutions (with
compact symmetry groups) that are isolated in phase space, using the return map
approach.

My talk will survey some of the main principles and results in studying bifurcation
from periodic solutions with spatiotemporal symmetry.
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Translational Symmetry-Breaking for Meandering Spirals
Victor LeBlanc
Unwversity of Ottawa, Canada
email: vleblancQuottawa.ca

Claudia Wulff
Freie Universitat Berlin, Germany
email: wulff@math.fu-berlin.de

Mathematical models with Euclidean symmetry successfully describe the meandering
behavior of spiral waves (e.g. in Belousov-Zhabotinsky chemical reactions). However,
no physical experiment is ever infinite in spatial extent, so the translational symmetry
is only approximate. As with any approximation, it is natural to question the circum-
stances and the extent to which it is valid. For example, in the Belousov-Zhabotinsky
reaction, the Euclidean model is extremely successful. However, for spiral waves in
cardiac tissue, one expects the presence of blood vessels and other inhomogeneities to
render this Euclidean approximation less than ideal. There is thus a range of problems
involving spiral waves which are more or less well-modeled with full Euclidean symmetry.
It would therefore be interesting to characterize the effects of system symmetry-breaking
terms on the meandering behavior of spirals.

In this talk, we investigate the effects on spiral wave dynamics of breaking the trans-
lation symmetry while keeping the rotation symmetry. This is accomplished by intro-
ducing a perturbation in the five-dimensional center bundle equations (describing Hopf
bifurcation from one-armed spiral waves) which is SO(2)-equivariant but not equivari-
ant under translations. This system symmetry-breaking term induces a “bifurcation at
infinity” which is analyzed in detail.

Time-Reversible Equivariant Linear Systems
Mark Roberts
Unwversity of Warwick
email: mark@maths.warwick.ac.uk

This talk will describe joint work with Igor Hoveijn (Groningen) and Jeroen Lamb
(Warwick/Imperial) on the normal form theory of linear systems of differential equations
which are equivariant with respect to actions of half the elements of a compact Lie
group and time-reversible with respect to the other half. General and Hamiltonian
linear systems will both be considered. At the heart of the theory lies a representation
theory result which reduces the classification of all such systems to the study of 10
‘universality classes’. For some of these universality classes the normal form theories are
isomorphic to Jordan normal form theories of classical Lie algebras, but for the others
new classifications are needed.



48 A. Dynamical Systems

References

[1] J.S.W. Lamb and R.M. Roberts. Reversible equivariant linear systems. J. Diff.
FEjq., to appear, (1999).

2] 1. Hoveijn, J.S.W. Lamb and R.M. Roberts. Reversible equivariant linear Hamilto-
nian systems. In preparation.

(3] 1. Hoveijn, J.S.W. Lamb and R.M. Roberts. Normal forms and unfoldings of re-
versible equivariant linear systems. In preparation.

Bifurcations from relative periodic solutions
Claudia Wulff
Freie Universitat Berlin
email: wulff@math.fu-berlin.de

Relative periodic solutions are ubiquitous in dynamical systems with continuous sym-
metry. Recently, Sandstede, Scheel and Wulff derived a center bundle theorem, reducing
local bifurcation from relative periodic solutions to a finite dimensional problem. Inde-
pendently, Lamb and Melbourne showed how to systematically study local bifurcation
from isolated periodic solutions with discrete spatiotemporal symmetries.

In this talk, we show how the center bundle theorem, when combined with certain
group theoretic results, reduces bifurcation from relative periodic solutions to bifurcation
from isolated periodic solutions. In this way, we obtain a systematic approach to the
study of local bifurcation from relative periodic solutions.

Contributed talks

Symmetries in Exterior Differential Systems
Michael Barco
Department of Mathematics, La Trobe University, Australia
email: M.Barco@latrobe.edu.au

Using Lie’s symmetry approach for integrating Frobenius integrable vector field dis-
tributions, we present two symmetry techniques for generating solutions of first order
nonlinear PDEs. In the first, we use the idea of Cauchy characteristics to show how one
is able to solve the Cauchy problem using symmetries.

In the second, we consider a first order non-linear PDE and derive its corresponding
Vessiot distribution, whose integrability conditions generate a first order quasilinear
PDE. We then show that Lie’s symmetry approach can be used to easily find a family
of solutions of this quasilinear PDE that can then be used to generate solutions of the
original first order non-linear PDE.
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Hopf bifurcations on the FCC lattice
Timothy K. Callahan
Department of Mathematics, University of Michigan at Ann Arbor
email: timcall@math.lsa.umich.edu

When a system undergoes a Hopf bifurcation to a pattern forming instability with
spatial symmetry group I', the Equivariant Hopf Theorem [1] guarantees a unique pri-
mary solution branch for every C-axial isotropy subgroup of I' x S', where S* represents
the group of temporal phase shifts. For I a wreath product group, the method of Dias [2]
can be used to determine all such C-axial subgroups easily. In this paper we analyze
three-dimensional pattern forming Hopf bifurcations with the spatial periodicity of the
face-centered cubic (FCC) lattice. This is an equivariant Hopf bifurcation with spatial
symmetry I' = T3+0 @ Z,, where T3 is the 3-torus of translations, O is a representa-
tion of the octahedral group of orientation-preserving symmetries of the cube, and the
nontrivial element of Z, represents spatial inversion through the origin. We use Dias’
method by first extending I' to the larger group O(2)S,. By relating the two sets
of C-axial subgroups, we find all solution branches guaranteed by group theory to be
primary. We use the Poincaré series to find the most general possible equivariant sys-
tem of amplitude equations up to cubic order, which determines the possible bifurcation
diagrams for the primary solution branches. Although motivated by reaction—diffusion
problems, our results are done in a model-independent fashion, and are applicable to
a wide variety of pattern formation problems near onset. This work is an extension of
that done for the steady state FCC bifurcations in [3, 4].
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The relations between Painlevé property and Lie symmetries of differential
equations
Mehmet Can
Istanbul Technical University, Mathematics Department, Maslak 80626 Istanbul,
TURKEY

email: mcan@itu.edu.tr

Second order ordinary differential equations can be classified by investigating the re-
alizations of real low dimensional Lie algebras in terms of vector fields in two dimensions
[1]. An equation admitting r-dimensional, r=1, 2, 3 or 8, Lie algebra of point symmetry
generators possess a canonical representative for the corresponding differential equation.

For the case r = 1 the differential equation can be transformed to an autonomous
form. The case r = 2 gives two classes of representative equations. For equations having
three point symmetries, there are five representatives of equivalance classes. For r = 8,
a number of linearizability results proved in literature [1].

It is of great interest to compare the Lie classification of second order equations with
the Painlevé classification which produces 50 equations [2,3]. The question which arises
is this: Is there an overlap between the Lie classification and the Painlevé classification?
The first step in answering this question is to determine the symmetries of the Painlevé
equations. Alternatively one has to reduce some of the Lie equations to the Painlevé
ones.

The aim of this work is to bring some light on this issue, using restricted point
transformations.
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Polynomial Infinitesimal Generators of Lie’s Symmetries for Polynomial
Planar Vector Fields
Javier Chavarriga
Unwversitat de Lleida. Spain



Symmetry 51

email: chava@eup.udl.es

Isaac A. Garcia
Unwversitat de Lleida. Spain
email: garciaQeup.udl.es

Jaume Giné
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In this work we show that if all the intersection points of the projective curves
defined by the components of the polynomial vector field submerged in CIP? are different,
the critical points of the components of the polynomial planar vector field are strong
and there exists a polynomial inverse integrating factor then there exists a polynomial
infinitesimal generator of Lie’s symmetry. The result continues being valid if all the
critical points, be strong or not, belong to the algebraic curve defined by the polynomial
inverse integrating factor. In these cases the Lie’s symmetries are related with the class
of funtions which belongs to the inverse integrating factor independently of the class of
their first integral.
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Generic bifurcation from a 2-manifold
David Chillingworth
Unwversity of Southampton, UK
email: drjcOmaths.soton.ac.uk

Systems with continuous symmetry typically have equilibrium sets that are n-mani-
folds with n > 0. Under symmetry-breaking perturbations such a manifold breaks up
into lower-dimensional pieces or to a discrete set of points. We describe the geometry
of equilibrium configurations that arise generically in the particularly interesting case
when n = 2 (for spherical or toroidal symmetry, for example), both when the symmetry
is totally broken and when some residual symmetry persists.
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On the stability of bifurcating periodic orbits in reversible and symplectic
mappings
Maria-Cristina Ciocci
Unwversity of Gent
email: mccQcage.rug.ac.be

We survey some recent results on the bifurcation of periodic points from a fixed point
in parametrized families of reversible or symplectic diffeomorphisms; such bifurcation
problems arise for example when studying subharmonic branching in reversible or Hamil-
tonian systems. In some joint works with A. Vanderbauwhede we analyzed some ele-
mentary ”branching phenomena” which can occur near a fixed point; we provided a
"structure-preserving” reduction result which can be used to study such branchings and
we also briefly discussed how one can determine the stability of bifurcating periodic
orbits. Here, we will fix our attention on this last problem, pointing out the primary
role played by normal form theory. As an application we provide the complete analysis
of the stability of periodic orbits appearing in the simplest bifurcation scenario for both
Hamiltonian and reversible systems.
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Smooth normalization of reversible vector fields
Alexander Kopanskii
Institute of Mathematics, Kishinev, Moldova
email: alex@revel .moldova.su

It is shown that Sternberg linearization theory remains true in the category of re-
versible vector fields.

Let R : IR” — IR" be a linear involution, i.e., R?> = I. A vector field £ is said to be
R-reversible if

R.§ = —¢.

Two vector fields € and n are called R-equivalent if there is a diffeomorphism H : IR" —
IR" such that H o R = Ro H and

H.t=n.

Theorem. Let k be a positive integer and A be an R-reversible hyperbolic linear
vector field. There exists a number QQ = Q(A, k) such that if two smooth vector fields
¢ and n are R-reversible, £(0) = n(0) = 0, A = DE(0) = Dn(0), and the vector field
(€ —n) is Q-flat at the origin, then & and n are locally C* R-equivalent.

This solves the problem recently posed by Bonckaert.
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Calculation of the solution of Boussinesq Problem using Lie symmetries
Teoman Ozer
Faculty of Civil Engineering, Istanbul Technical University, Maslak 80626, Istanbul,
Turkey
email: teoman@sariyer.cc.itu.edu.tr

Firstly, the Lie point symmetries of cylindrically symmetric homogeneous Navier
equations are obtained. Using the symmetries the general class of similarity solu-
tions is found. The subclass that also satisfies the non-homogeneous system of the
medium subject to a singular force is determined. Substituting the subclass into the
non-homogeneous system, a system of ordinary differential equations is obtained. The
solution of the system satisfying the boundary conditions of Bousssinesq problem gives
the exact solution.

Applications of a new G-Invariant Implicit Function Theorem
Lutz Recke
Humboldt University of Berlin
email: recke@mathematik.hu-berlin.de

The presentation concerns a generalization [1, Theorem 3.1] of the G-invariant im-
plicit function theorem of E. Dancer [2]. It will be shown how this generalization can be
applied to rotating and modulated wave solutions of nonlinear equivariant autonomous
or periodic evolution equations (with applications to laser dynamics) and to nonlinear
elliptic boundary value problems on bounded symmetric domains (with applications to
elastostatics).

References

[1] L. Recke and D. Peterhof. Abstract forced symmetry breaking and forced frequency
locking of modulated waves. J. Differential Equations, 144 (2): 233-262, (1997).
2] E. N. Dancer. The G-invariant implicit function theorem in infinite dimensions, I
and II. Proc. Roy. Soc. Edinburgh A, 92: 13-30, (1982) and 102: 211-220, (1986).

On time-dependent symmetries of evolution equations
Artur Sergyeyev
Institute of Mathematics of NAS of Ukraine, 3 Tereshchenkivs’ka Str.,
252004 Kyiv, UKRAINE

email: arthurser@imath.kiev.ua
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We investigate the symmetry algebra of the generic scalar (1+1)-dimensional evolution
equation. Using some auxiliary results, we have found the formulae for the leading terms
of commutators of two symmetries and two formal symmetries and have proved several
general theorems on the structure of the algebra in question. The generalization of the
above results to the case of system of evolution equations is also discussed.
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Hopf-zero Bifurcations of Reversible Vector Fields
Marco Antonio Teixeira
IMECC-Unicamp, Brazil

email: teixeira@ime.unicamp.br

Let X be a (germ of) C* vector field defined on IR", 0 given by an ordinary differential
equation
X: &=F(z), zeR" (1)

where F'(z) is a smooth function, F'(0) = 0. We say that system (1) is time-reversible
if there is a germ of a smooth involution ¢ : IR",0 — IR",0 (¢ o ¢ = id.) such that the
relation

F(¢(r)) = =¢'(z) - F(z), = €R"0 (2)

holds.

A ¢ time-reversible vector field X on R", 0 is called to be of type (n,k) if the
dimension of the fixed point set of ¢, S = Fiz{¢}, is equal to k.

The main objective of the paper is to study symmetric critical points of generic
one-parameter families of reversible vector fields of type (3,1) with emphasis on the
topological classification of all such systems. We assume that all the systems considered
here are ¢y reversible, where ¢y(x,y,2) = (—z, —y,2). Note that in generic case the
eigenvalues of such systems are either (0, «, —«) or (0, ai, —«i), where « is a nonzero
real parameter. We focus on systems which have eigenvalues (0, ai, —i).

The main results of this paper include a classification and qualitative behavior of sym-
metric singularities occurring generically for 1-parameter families of (3,1)-type vector
fields. Also interesting conclusions are obtained from the classification which involves
the existence of invariant tori, periodic orbits, homoclinic and heteroclinic orbits for
vector fields considered. We also give a complete list of bifurcation diagrams.

On symmetry reduction in reversible and Hamiltonian systems
André Vanderbauwhede
Unwversity of Gent, Belgium
email: avdb@cage.rug.ac.be
We consider reversible systems which are equivariant with respect to a compact con-
tinuous group of symmetry operators compatible with the reversibility. We use the
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approach of M. Krupa to study bifurcations near relative equilibria which are invariant
under the reversing symmetry. We show that such bifurcations are completely deter-
mined by the bifurcations near an equilibrium of a reversible “normal” vectorfield. We
discuss several examples in detail. We illustrate a similar approach for Hamiltonian
systems on an example, namely when the symmetry group is S'. For this Hamiltonian
case a general theory along these lines is still lacking, but we hope to present at least
some new partial results.

Symmetries and Mode Interactions in the Optimisation of Hydrophone
Placement in Acoustic Arrays
David Wood
Ozford University
email: woodd@maths.ox.ac.uk

David Allwright
Ozford University
email: allwrigh@maths.ox.ac.uk

The placement of a number of hydrophones (underwater microphones) in an array is
studied with a view to optimising the signal to noise ratio. This leads to an optimisation
problem for a performance measure on IR* for the horizontal array case (where we
are optimising over the spatial configuration of n hydrophones). That is, the position
of the ith hydrophone is given by z; € IR? and the array configuration is given by
x = (x1,...,2,). The performance measure derived in Haywood (1994) is of the form

1 " & Wiks|z; — xj]) — W (k|2 — x4])
V(&):k — ZZ 2 J 1 J )
2 14=1

=1

|z — x|

Here k; = 27 f;/c, where f; < f < f, is the frequency range which the array is designed
to search, and the function W is defined as

u
W (u) = /0 To(v)2dv
where J, is the Bessel function of order 0.

Both this underlying performance measure, and the solutions observed by simulated
annealing (Haywood 1994), exhibit strong symmetry properties. In particular, optimisa-
tion of the performance measure can be reduced to considering a set of equations which
are O(2) x S,, equivariant. These equations can be augmented with a parameter A which
allows us to consider a bifurcation from the trivial solution of all the hydrophones lying
at the same co-ordinate. By considering the solutions branches we would expect to see
in such a system, including simple mode-interactions (using the standard approach of,
for example, Golubitsky et. al. 1988) we reduce the problem to optimising a series of
functions living on IR and IR? which provides a systematic sweep across many of the local
minima (for a array with n hydrophones we require 2 optimisations of one-dimensional

functions and n/2 or (n — 1)/2 optimisations over IR* depending on whether n is even
or odd).
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At the very least the results thus obtained matches the results obtained through sim-
ulated annealing for finding global minima using an extremely cheap numerical method,
and in addition provide a useful classification scheme for possible configurations.
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1.6 Topological Methods and Conley Index

Organizers : Konstantin Mischaikow, Marian Mrozek

Key note lecture

On the Conley index over a base space
Roman Srzednicki
Institute of Mathematics, Jagiellonian University
email: srzednicQim.uj.edu.pl

Basing on the papers [1] and [2], we present a recent generalization of the Conley index
theory. Let S be an isolated invariant set of a flow ¢ on a locally compact metrizable
space X. For a given continuous map w : X — Z, where Z is a Hausdorff space, we
define the Conley index of S over the base space Z as the so-called fiberwise deforming
homotopy type of the adjunction of an isolating block B for S and Z, via the map
w|p- : BT — Z, where B~ is the exit set of B. Usually the index over a base provides
more information then the classical Conley index if X is not contractible. The additional
information can be applied to problems on continuation of isolating invariant sets. In
the case of the suspension flow of a homeomorphism and Z equal to the circle, the new
index can replace the discrete-time Conley index.
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Invited lectures

On transition matrices
Hiroshi Kokubu
Department of Mathematics, Kyoto University
email: kokubu@kusm.kyoto-u.ac. jp



Topological Methods and Conley Index o7

From the Conley index theory, a transition matrix gives algebraic information about
the existence of codimension one connecting orbits between Morse components of a
Morse decomposition of an isolated invariant set in a one parameter family of flows.
There are basically three different formulations of transition matrices: singular, topo-
logical and algebraic transition matrices. In this talk, I shall discuss relations of these
formulations and attempt to put them in a unified framework. As an outcome of this
new view, I present a generalization of transition matrices for a family of flows with
more than one parameters.

Periodic orbits for fourth order conservative systems and a Morse type
theory
Robert Vandervorst
VU Amsterdam and Ga Tech
email: rvander@math.gatech.edu

For a large class of fourth order Lagrangian systems we can find periodic orbits on
prescribed energy manifolds via analogues of area preserving twist-maps. Appropriate
generating functions give rise to second order recurrence relations. By studying the
associated gradient flow we find a multitude of periodic orbits (infinitely many in most
cases). The arguments are based on a Morse type theory via the Conley index, where we
use ‘braid types’ of periodic orbits to define isolating neighborhoods. The results apply
for example to the Swift-Hohenberg and the extended Fisher-Kolmogorov equations [1],
[2]. This is joint work with J.B. Van den Berg.
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Contributed talks

The implementation of the Allili-Kaczynski algorithm of the construction
of chain homomorphism induced by multivalued map
Marcin Mazur
Jagiellonian University
email: mazur@im.uj.edu.pl

Jacek Szybowski
Jagiellonian University
email: szybowsk@im.uj.edu.pl

Our talk presents an implementation of the algorithm for computing chain homomor-
phisms induced by multivalued representable maps. For simplicity and efficiency of data



58 A. Dynamical Systems

representation, we use the cubic grid, which does not require computing of subsequent
barycentic subdivisions. The theoretical background for the algorithm comes from Allili
and Kaczynski. This is a part of a joint project of computing the Conley Index for
discrete dynamical systems.
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Computer Assisted Proof of the Existence of a Periodic Orbit
in the Rossler Equations
Pawel Pilarczyk
Jagiellonian Unwversity, Cracow, Poland
email: Pawel.Pilarczyk@im.uj.edu.pl

In 1976, Rossler [4] introduced an example of a set of nonlinear differential equations
in IR 2/ = —(y+2),y =x+byand 2/ = b+ z(z — a). Its numerical simulations
show a variety of qualitative behaviours as the parameter a is changed, to begin with
a stable fixed point through an attracting periodic orbit which experiences a series of
period-doubling bifurcations to finally reach a strange attractor. Indeed, for a = 5.7
and b = 0.2 the existence of chaotic dynamics has been recently proved by Zgliczynski
[5]-

The values of the parameters discussed here are ¢ = 2.2 and b = 0.2. For these values
an attracting periodic orbit is numerically observed, but as far as we know there has
been no strict proof of this fact so far. Our aim is to fill this gap.

In this proof of the existence of the periodic orbit, computer was used to construct
heuristically a set N built of a huge number of tiny cubes to be a candidate for an
isolating neighbourhood of the hypothetic orbit. For arbitrarily chosen ¢ > 0, Lohner’s
method for strict integration of ordinary differential equations was used to prove that
the image of N with respect to the time-t map was entirely included in the interior of
N. In such a way an index pair (N, ()) was obtained. Then an algorithm by Kaczyiski,
Mrozek and Slusarek [1] was used to compute homology of N, which was the homology
of a circle S as expected. According to a theorem by Mrozek [3], the maximal invariant
set, S contained in N with respect to the discretisation of the flow was also an isolated
invariant set for the flow itself. Moreover, it had the same Conley Index. After some
more computations performed in order to check additional assumptions, a theorem by
McCord, Mischaikow and Mrozek [2] was applied to finally obtain the existence of a
periodic orbit in this neighbourhood.

The method used here may make use of other algorithms being recently implemented
to compute a discrete Conley Index of an isolating neighbourhood and to use the same
theoretical basis to prove the existence of a periodic orbit even if it is not necessarily
attracting. Moreover, this method is dimension-independent and thus may be used to
prove the existence of a periodic orbit in IR™ also for n # 3.
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Sensitive dependence on initial conditions using topological tools ?
Piotr Zgliczynski
CDSNS, Georgia Tech, Atlanta, USA
email: piotrz@math.gatech.edu

In my talk I would like to address the following question: Can we say something
about sensitive dependence on initial conditions, using topological tools only ?

At first sight the answer to this question is negative, because topological tools like
Conley index or fixed point index are tools which do not see what happens in very small
portions of the phase space. The silent assumption behind this reasoning is that we use
only finite number of sets on which we compute various topological invariants.

In this talk we discuss how to show existence of complicated orbits which are ho-
moclinic to a hyperbolic periodic orbits both in discrete (map) and continuous (ODE)
case.

Discrete case: Let xy be a hyperbolic fixed point for a homeomorphism f : IR" —
IR". We can then construct a sequence of parallelograms N;, i € INU {0}, zp € N;

Ni—l—l C Ni, zllggo dl&m(Nl) = 0, Ni+1 :f> Ni; Nz :f> Ni—l—l
where the symbol = denote a covering relation introduced in [1].
Suppose now that we have a loop of covering relations

No =L vy =L w, L b, L M L N (1)

From this we conclude that the exists a point zy € Ny such that lim; ,1. f'(2) = x¢ and
fi(x) € M; for i =1,..., k, which can correspond to a possibly complicated behavior.
To illustrate the continuous case we consider a planar 7" = 27 /k-periodic equation

J = (1+e"|P)z, zeC 2)

for 0 < k < 0.495. Here origin is a hyperbolic periodic trajectory « of period 7. In [2] it
was shown using two isolating segments U, W that this equation has symbolic dynamics
on three symbols, i.e. we have a complicated dynamics. This coresponds to the loop
covering relations (1). We construct an isolating segment Z for 7, such that diameter
of limyy|_,o diam(Z;) = 0 and for some ¢ U; = Z;. From this we obtain homoclinic orbits
to 0 with a complicated dynamics (see [3] for details).
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B. Infinite-dimensional Systems

2.1 Delay Equations

Organizers : Sjoerd Verduyn Lunel, Hans-Otto Walther

Key note lecture

Effects of time delays on the dynamics of feedback systems
Sjoerd Verduyn Lunel
Vrige Universiteit Amsterdam
email: verduyn@cs.vu.nl

Recently there is a lot of attention devoted to feedback systems, i.e., optical feedback
lasers, phase-locked frequency synthesizers and wave equations with feedback stabiliza-
tion at the boundary. In the implementation of a feedback system, it is very likely that
time delays will occur. It is therefore of vital importance to understand the sensitivity
and robustness of the feedback system with respect to time delays in the loop. In this
lecture we discuss a number of illustrative examples and some useful tools, based on the
radius of the essential spectrum of the semigroup associated with the system, to study
robustness with respect to time delays.
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Invited lectures

Chaotic motion in delay equations
Bernhard Lani-Wayda
Mathematisches Institut Universitat Giessen
email: Bernhard.Lani-Wayda@math.uni-giessen.de

Since the late 1970s, chaotic dynamics in delay equations was observed numerically,
and analytical proofs for the existence of such behavior in specific examples were ob-
tained from 1980 on. We give a review of results in this direction up to the present,
describing different mechanisms for the creation of erratic motion. Such mechanisms
are: Conjugacy to chaotic interval maps, unstable periodic solutions and transversally
homoclinic orbits, and Sil’nikov-like saddle connections.
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The Global Dynamics of Cyclic Feedback Systems with Delay
John Mallet-Paret
Brown University
email: jmpQ@cfm.brown.edu

We show that in a cyclic feedback system with delay, no solution which has a finite rate of
oscillation (as measured by a discrete Lyapunov function) can approach an equilibrium at
a rate faster than exponential. As a consequence of this rather technical result, we obtain
information about a variety of dynamical phenomena, including Floquet exponents and
subspaces, Morse decompositions, and Morse-Smale properties (transversality) of such
systems.

Synchronization and Phase-locked Oscillations in Delayed Neural
Networks: Connecting Orbits and Basins of Attraction
Jianhong Wu
York University
email: wujh@mathstat.yorku.ca

We consider the following system of delay differential equations

#1(t) = —par(t) + f(2a(t = 7)),
(1) = —pa(t) + 21 (t = 7))

which describes the computational performance of a network of two identical neurons
with delayed feedback, where x denotes the activation, ;1 > 0 is the decay rate, f : IR —
IR is the signal function and 7 > 0 is the synsptic delay. In many applications such as
content-addressable memory, it is very important to give a detailed description of the
structures of the global attractor.

The synchronized activities (x; = x5 = y) of the network are characterized by the
scalar DDE y(t) = —uy(t)+ f(y(t—7)). The detailed fine structures of a basic attracting
invariant set as a 3-dimensional smooth solid spindle inside the global attractor of the
scalar equation were presented in the monograph of Krisztin, Walther and Wu [The
Fields Inst. Monographs Series, Vol. 11, AMS, 1999], the connection of this spindle
with the global attractor was discussed in Krisztin and Walther [preprint, 1999], the
singularity of the spindle at the tips was described in Walther [preprint, 1999], and
the topological and geometric structures of high dimensional invariant sets are being
investigated in Krisztin and Wu [preprint, 1999].

Recent work of Chen and Wu [Advances in Differential Equations, to appear; Physics
D, to appear| and Chen, Krisztin and Wu [J. Differential Equations, to appear| shows
that the general geometric approach developed in the aforementioned monograph, a
discrere Lyapunov function which counts sign changes of elements in the phase space
and the Poincare-Bendixson theory developed in Mallet-Paret and Sell [J. Differential
Equations, 125, 385-489, 1996] for cyclic systems of DDEs can be effectively applied to
describe the dynamics of certain sets of asynchronous orbits. In particular, we obtain
when 7 passes the first Hopf bifurcation value 7, an analog of the above 3-dimensional
solid spindle which is separated into the basins of attraction of the two tips by a smooth
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disk bounded by a phase-locked orbit. We also show that the unstable space of the mon-
odromy operator of the phase-locked orbit is at least 3-dimensional, when 7 passes the
second Hopf bifurcation value 7 where a bifurcation of the aforementioned solid spindle
consisting of synchronous orbits, and there are connecting orbits from the synchronous
periodic orbit to the phase-locked orbit. This provides a mechanism for desynchroniza-
tion.

Limiting profiles as square waves or pulses of the phase-locked and synchronized
orbits as the delay approaches infinity are also investigated in some recent works of
Chen and Wu [preprint, 1999].

Contributed talks

Analytic solutions to partial differential equations with deviating arguments

Antoni Augustynowicz
Gdarisk Unwwversity, Institute of Mathematics
email: antekQ@ksinet.univ.gda.pl

We investigate analytic solutions to the following problem

Dut.2) = (12 {(P D2 02D} )

1,j=0

u(0,2) = ¢(2) , (t,2) € Gy,

on the Haare pyramid
Gy = {(t, 2) € C?:2€Q, |t| <nmin (CZ, dist(z,aﬂ))}

and €2 is an open subset of the complex plane with nonempty boundary.
The symbols D;, D, mean the partial derivatives and

(Tw)(t, z) = /Otw(s, z)ds

We consider existence and uniqueness of analytic solutions and continuous depen-
dence on known functions with respect to some weighted norms in a space of analytic
functions.

Computational Scheme of a center manifold for neutral functional
differential equations
M. Ait Babram
Universite Sidi Mohamed Ben Abdellah, Département de Mathématiques, Faculté des
Sciences et Techniques, Fes-Saiss, Maroc.
email: babramm@hotmail.com
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O. Arino
Département de Mathématiques, I.P.R.A, URA 1204, Université de Pau, 1 Av de
["Université , 64000 Pau, France.

M. L. Hbid
Département de Mathématiques, Faculté des Sciences Semlalia, Université Cadi
Ayyad, B.P 2390, Marrakech, Maroc.

This work addresses a computational algorithm of terms of a center manifold for neu-
tral functional differential equations. The Bogdanov-Takens and the Hopf singularities
are considered. Finally, as an illustration of our scheme, we give an example where the
second term of a center manifold is determined explicitly.

Real-Analytic Solutions of Functional Equations
Genrich Belitskii
Ben-Gurion University of the Negev
email: genrich@indigo.cs.bgu.ac.il

Vadim Tkachenko
Ben-Gurion University of the Negev
email: tkachenk@indigo.cs.ac.il

We consider an equation
d(z) — A(x)p(Fr) = v(z), x € R,

in real-analytic functions ¢(x) with given real-analytic matrix function A(x), vector
function v(z) and mapping F : R" — R". The relations are studied between local and
global solvability of the equation. In particular we state conditions which guarantee
that the local solvability implies the global one.

On existence of periodic solutions for a linear difference system with
continuous argument under periodic control
Michael G. Blizorukov
Ural State University, Ekaterinburg, Russia
email: mikhael.blizorukovQusu.ru

The purpose of this paper is a condition for the system of difference equations with
continuous argument under continuous and periodic control w(t)

z(t+1) = Azx(t) + u(t); (1)

(1) = @(1), T€]0,1),

that must be fulfilled for existence of a periodic solution. Here u(t) is a continuous and 7'-
periodic by ¢ n-vector-function, t € RT, A is a real nonsingular n X n matrix, z(t) is a real
phase vector, (t) - is an initial n - vector-function. Solution of this problem is an initial
step in stabilization of a periodic motion for the system (1). An extensive literature
is devoted to the theory of such kind of systems, for example [1,2]. There has been
much interest recently in the construction of general or special solutions for difference
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systems with continuous argument, see e.g. [3,4]. In particular, existence conditions
for a periodic solutions with an integer period of the system (1) were established, for
example in [5].

This paper is devoted to existence conditions for periodic solutions of (1) with arbi-
trary period (both commensurable with the step of the system and incommensurable).
The general solution of the homogeneous system

o(t+1) = Ax(t), 2)

corresponding to (1) is constructed. Existence conditions of a periodic solutions for (2)
are developed. It was shown that the system (1) has a T-periodic solution if and only if
matrix A has an eigenvalue equal to 27ik /T, and the initial function ¢(7) in accordance
with 7" has a form: for an integer 7" - (1) is arbitrary 1-periodic function; for a rational
T = k/m (where k and m are mutually disjoint integers) - ¢(7) is 1/m - periodic by
7 function; for irrational T - ¢ is arbitrary constant. For the system (1) the sufficient
conditions for existence of a periodic solution with integer, rational and irrational period
are obtained. The theory of normal form by Poincare is used [6, chap. 5]. The problem
of series’ convergence arising from the small devisors problem is investigated on the base
of [6, p. 108]. Tllustration examples are given.
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Neutral Equations with Causal Operators
Constantin Corduneanu
University of Texas at Arlington, Department of Mathematics, Arlington, Tezas
76019-0408, USA
email: mnuttQUTARLG.UTA.EDU

The paper is concerned with existence results, both local and global, for functional
equations of the form (Vx)(t) = (Wx)(t),in which V' and W stand for causal (nonan-
ticipative) operators on various function spaces.

The case of functional differential equations of the for (d/dt)(Vz)(t) = (Wx)(t) is
also covered.
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Methods of Nonlinear Analysis are used in proving the existence results. Many special
types of equations are treated as particular cases of the general equations mentioned
above.

Asymptotic properties of functional differential equations
Alexander Domoshnitsky
The Research Institute, The College of Judea and Samaria, 44837 Ariel, Israel
email: adomo@research.yosh.ac.il

New results on boundedness/unboundedness of solutions and exponential stability of
differential equations with delayed argument and integro-differential equations are pro-
posed.

A) In previous studies in this theme stability of integro-differential equations was
achieved through their ”ordinary part”. As to their integral part, it was required to be
small enough. In our approach stability is achieved through the "integral parts”. Tests
for exponential stability even in the case of "non-stable ordinary part” are proposed.

B)Delay in the following differential equations of a second order

a(t) + p(H)u(t — h(t)) = 0 (1)

destroys stability. It is shown that for non-decreasing positive bounded coefficient p(¢)
convergence of the integral [ h(t) is necessary and sufficient for boundedness of all
solutions. The case when p(t) tends to infinity has been also considered.

Invariant manifolds for RFDE under discretization
Gyula Farkas
Technical University of Budapest, Department of Mathematics, H-1521 Budapest,
Hungary
email: gyfarkas math.bme.hu

In our previous work we showed that the unstable manifold around hyperbolic equi-
librium of a scalar retarded functional differential equation (RFDE for short) is preserved
under the Euler method. That is, if WY and WYr denote local unstable manifolds of
the original and the Euler discretized equation, respectively, then ||g — gn||/co — 0 as
h — 0, where g and g, are functions representing the manifolds locally as graphs and h
is the step size.

The aim of the present talk is two-fold. On one hand we generalize the above men-
tioned result by allowing general RFDE and general numerical method. On the other
hand we show the higher order closeness of invariant manifolds, i.e. ||g — gx|lc;i — 0 as
h — 0, where j depends on the order of the numerical method. The proof is based on
the Parameterized Contraction Mapping Principle while smoothness follows from the
Fibrum Contraction Theorem.

Connections to the Hartman-Grobman Theorem are also discussed. Using it we ob-
tain conjugacy between the solution flow and its numerical approximation on a neigh-
borhood of the hyperbolic equilibrium lying on the global attractor.
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On error estimates for waveform relaxation methods for delay differential
equations
Marian Kwapisz
The Pedagogical University of Bydgoszcz, Poland
email: mkwapisz@ksinet.univ.gda.pl

In the talk we present delay dependent error estimates for the iterative processes

Ty (t) = F(t, xpa (), 2 (t), ze (1), k=0,1,..., teJ=10,T],
Tria(t) = g(t), te€[=h,0]

for solving the initial value problems for systems of equations of the form

() = flta(t),z(), teJ=[0,T],
o(t) = g(t), te[-h0], h>0,

where f(t,z,y(-)) = F(t,x,z,y(-)). For F we assume the one-sided Lipschitz condition
with respect to the second argument

(F(t,[l),y, Z) o F(t,.’f,y,Z),.’L‘ - j;) < m(t)||x - j”2
and the Lipschitz conditions with respect to the last two arguments
|F(t,2,y,2) — F(t,,7,2)| < K(t)|ly = gll + L) ||z — Z[| 5s)

with some continuous nondecreasing function 4 such that 0 < §(¢) < ¢, where ||y||, =
max_j<s<; ||y(s)|| for ¢ € J. When z, is the exact solution of our initial value problem
and ug(t) = maxo<s<; ||24(s) — 2 (s)|| then we obtain the following results.

If m(t) <0, K(t) =0, P.(t) = maxyc,c; [~ ], then

ualt) < un(B(®) (H P, (mt))) Hy (1),

where the sequence (Hj) of functions depends on m and satisfies the conditions 0 <
Hk(t) S 1, limk_>+oo Hk(t) =0.
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Another result reads: if m(t) > 0 and K (¢) = 0, then

W(t) < (EL(ﬁi(t))> exp (/Ot (s ds>u0 /@k ) tel,

for k =1,2,..., with a suitably defined sequence (®(1)) depending on £.
We have also the following result: if m(¢) = max (0, m(¢)), then

wtt) < frew ([ moner) (3 [() e onowo)]) v-oi.,

7

where L, (t) = supy<,<; [L(s) exp (— Jaes) m(’]')d’]')].

On equations with delay depending on solution
Michael Drakhlin
The Research Institute, The College of Judea and Samaria, 44837 Ariel, Israel
email: drakhlin@research.yosh.ac.il

Elena Litsyn
The Research Institute, The College of Judea and Samaria, 44837 Ariel, Israel
email: lelena@research.yosh.ac.il

Consider the following equation

() + 3 Ai(t)a(t — (Hix)(t)) = f(t), t€[0,00), (1)
z(§) = ¢(§), £<0.

Assume that the elements of the n x n matrices A;, ¢ = 1,2,...,m, are measur-
able and essentially bounded on [0,00), the function ¢ : (—o0,0] — R™ is continuous,
the function f : [0,00) — R™ is measurable and essentially bounded. Suppose also
that the operations H;, ¢ = 1,2,...,m, put into correspondence to each absolutely
continuous function z : [0,00) — R™ scalar measurable essentially bounded functions
H;z:[0,00) = R, i=1,2,...,m. An absolutely continuous function z : [0,00) — R",
is called a solution of equation (1) if it satisfies the equation almost everywhere.

Along with (1) let us consider a linear equation

(Lay)(t) = 4(t) + D> Ay (t — (Hiz)(t)) = (1), t € [0,00), (2)

y(§) =0, £<0.

Here z : [0,00) — R™ is an absolutely continuous function, ¢ : [0, 00) — R™ is measur-
able and essentially bounded.

As a solution of (2) we understand an absolutely continuous function y : [0, co) — R™,
which satisfies (2) almost everywhere.
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We suggest an approach for investigation of the nonlinear equation (1). Its’ essence
is stressed out by the following result.

Let a function x : [0,00) — R™ be a solution of (1), then it is also a solution of (2),

where
m

v(t) = f(t) = 2 Ai(O@(t — (Hix)(1)), (3)

o(t), t<0,
0, t>0.

Collocation methods for computation of periodic solutions of retarded
functional differential equations
Tatyana Luzyanina
Department of Computer Science, K.U.Leuven, Belgium
email: Tatyana.Luzyanina@cs.kuleuven.ac.be

Koen Engelborghs
Department of Computer Science, K.U.Leuven, Belgium
email: Koen.Engelborghs@cs.kuleuven.ac.be

Dirk Roose
Department of Computer Science, K.U.Leuven, Belgium
email: Dirk.Roose@cs.kuleuven.ac.be

A periodic solution of a differential equation can be computed as the solution of
a periodic two-point boundary value problem (BVP). The periodic BVP is a finite-
dimensional problem for ordinary differential equations (ODEs) (a point has to be found)
and it is an infinite-dimensional problem for functional differential equations (FDEs) (a
function segment has to be found). The most successful method for the numerical solu-
tion of periodic BVPs for ODEs is the well known collocation method using piecewise
polynomials. As far as we know, no prior numerical work on the application of the
collocation technique (not based on approximation by truncated Fourier series) for solv-
ing periodic BVPs for FDEs exists. Furthermore, the corresponding theoretical results
(convergence, asymptotic error of numerical schemes) are non existing. We show that
the collocation method with piecewise polynomials is quite efficient for solving periodic
BVPs for RFDEs with constant delays. Our numerous numerical experiments show
numerical order of convergence of the collocation solution to the exact solution and
the asymptotic error of the different collocation schemes we applied. In particular, we
show that special interpolators for the approximation of the computed solution in the
past recover superconvergence at mesh points which is well known for the ODEs case.
Adaptive mesh selection, based on the algorithm used in the AUTO software package
for ODEs, allows to compute periodic solutions with complicated profile efficiently.
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On nonlinear parabolic functional differential equations
Laszl6 Simon
Department of Applied Analysis, Eétvés Lordnd University, Budapest
email: simonl@ludens.elte.hu
We shall consider initial-boundary value problems for the equation of the form

D+ > (=)D fo(t, @, ..., Dlu, ..)]+
la|<m
> Dgat,x, ., DJu, . )]+ > Dgalt,z,u)]+
la]<m—1 la]<m—1
Y. Difha(t,x, Hi(u), ..., Hy(u)] = F, (t,2) € Qp, = (0,Tp) x Q

lal<m—1

where Q C R" is a bounded domain with sufficiently smooth boundary, |3| < m, |y| <
m — 1, H; are linear continuous operators (defined in some function spaces), functions
fas 9o, he have (usual) polynomial growth in DPu, DJu, H;(u) respectively; g,, h, are
not continuous in D)u, H;(u) respectively (but they are locally bounded), functions g,
may be rapidly increasing in u.

We shall formulate an existence theorem on weak solutions. Further, boundedness of
| u(t) ||r2qq) for t € (0,00) will be shown. Finally, we shall formulate a result on the
stabilization of solutions as ¢t — oo.

An important problem where the conditions of our theorems are satisfied is a climate
model, considered by J.I. Diaz, G. Hetzer, J. Hernandez, L. Tello. The stabilization
result is a joint work with J.I. Diaz and is based on arguments applied by the above
mentioned authors.

Oscillation of Linear Systems
Jacek Tabor
Jagiellonian University
email: tabor@im.uj.edu.pl

We investigate the notion of oscillation for linear systems with discrete and continuous
time. A real valued function oscillates by the definition if it has arbitrarily large zeros. A
vector valued function oscillates if its composition with every linear functional oscillates.

Let T be a strongly continuous semigroup and let A denote its generator. We say
that a point z oscillates if the function T'(-)z oscillates.

We show that if the time parameter is discrete then every point oscillates if the
spectrum of A has no real nonnegative values. We apply this result to oscillation of
solutions of infinite difference equations.

The situation when the time is continuous is more complicated. If 7" is a strongly
continuous group then if the spectrum of A has no nonnegative real values then every
point oscillates. In the case when 7' is a semigroup even under this assumption not all
points have to oscillate, however we show that in this case the oscillation is generic.
Moreover, applying the results from [1] we obtain that if the semigroup is generated by
the functional differential equation then every solution oscillates iff the generator has
no real eigenvalues.



Delay Equations 71

References

[1] O. Diekmann, S. A. van Gils, S. M. Verduyn Lunel, H.-0. Walther. Delay Equa-
tions, Springer-Verlag, Applied Mathematical Sciences 110.

Posters

Iterative methods for the Darboux problem
for partial functional differential equations
Tomasz Czlapinski
Institute of Mathematics, University of Gdansk
email: czltsz@ksinet.univ.gda.pl

We consider the Darboux problem for the following hyperbolic partial functional
differential equation

Dyyz(z,y) = f (J:,y,Z(x,y)> , (z,y) € E:=10,a] x [0, ] (1)
z(x,y) = ¢(x,y), (a:,y) €E’:= [_ai)aa] X [_b07b] \ (O,CL] X (Oab]a (2)
where f : E x CY(B,X) = X, ¢ : E' - X and B := [—ag,0] X [—by,0]. The

function z( ) : B — X represents the functional dependence in (1) and it is defined by
2wy (t,s) = 2(x +t,y +5), (t,5) € B. If X = IR then by the linearization of (1) we
define two monotone sequences uniformly convergent to the solution of problem (1), (2).
The convergence that we get is of the Newton type, which means that the difference
between the m-th term of either of the approximating sequences and the solution can
be estimated by A/22", where A is some constant not dependent on m.

If X is a Banach space we also prove a theorem on the convergence of the Newton
method for problem (1), (2). Also in this case we get the convergence of the Newton
type.
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Modal stabilization in systems with delay
Denis Ya. Khusainov
Kiev University, Faculty of Cybernetics, Ukraine
email: denis@dh.cyb.univ.kiev.ua

Characteristic polynomial of the linear stationary control systems without delay
i(t) = Az(t) + bu(t), u(t) = cla(t) (1)

has n roots. The problem of the spectrum control (modal control) is equivalent to the
coefficients of the characteristic polynomial control. For systems with delay

t(t) = Az(t) + Arx(t — 7) + bu(t), wu(t) = in: ca(t—jr), T>0 (2)

=0
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characteristic quasipolynomial

f 7)\T Z mee J)\T)\n z) Poo = 1 (3)
=0 57=0

has countable number of roots. There is no good interconnetion between coefficients
and spectrum here. The problem of modal control is set as the coefficients control
problem, although the investigation of transient quality depending on coefficients cause
difficulties. System stabilization up to power v > 0 often is more advisable now. That is
calculation of C;F, j = 0,m, when quasipolynomial (3) roots hold \; < —y,i=1,2,....
Theorem Let (3) be a given quasipolynomial. Then the quasipolynomial

fa(A e ) ZZM TN pgg = 1 (4)
=0 7=0
Pij = Z PO 5 (N 4+ 14 ) SeIWNHINT N = max{z pi;|} (5)
7,7 TL ] 0

is stable up to power v > 0.

Explicit expressions for coefficients CJT, j = 0,m of equation u(t) is obtained with
formulas (4) and (5).

Equilibrium stability of price formation dynamics

Timur Khusainov
Ky, pr. Obolonski 7b 203, 252205 Ukraine
email: timur@akcecc.net

A price formation mathematical model is considered [1]. It is represented by nonlinear
system of differential equations with quadratic and linear fractional right side.

l‘z(t) = _[L‘Z' (t) ¥ j%;#i Cij (l‘l(t) — T (t)) + m—F
b0l = 3 oot ~ai@) =T

The system can be given in vector-matrix form
i(t) ={Q - V[A+ X (¢)] '+ D[X(t) — B] "+ X (¢)G}z(t).
Here A, B, D, V', X (t) are diagonal matrices. Conditions of solution z(¢) = 0 (balanced
price) stability and lower bound of stability domain are obtained.
Theorem. Let matrix A = Q — VA~™! — DB™! is asymptotically stable, that is

Reli(A) < 0, i = T,n. Then solution z(t) = 0 of the system is asymptotically stable
and stability domain contains the sphere with radius

v ) 1 1 1 C1y2(7-1
R= @(H)mln{[ (H)[AT + V(AT [ (H) B~ + [D(B7H?]) 7, |G},
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Some Properties of Solutions of Nonlinear Difference Equations
Malgorzata Migda
Institute of Mathematics, Poznan University of Technology ul. Piotrowo 3a, 60-965
Poznan igda@math.put.poznan.pl

Ewa Schmeidel
Institute of Mathematics, Poznan University of Technology ul. Piotrowo 3a, 60-965
Poznan
email: eschmeid@math.put.poznan.pl

In the paper asymptotic properties of the solutions of nonlinear difference equation
are investigated. We deal with the existence of nonoscillatory bounded and unbounded
solutions.
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Oscillation of Iterative Functional Equations
Wieslawa Nowakowska
Poznan University of Technology
email: wnowakow@math.put.poznan.pl

Jaroslaw Werbowski
Poznan University of Technology
email: jwerbow@math.put.poznan.pl

We consider behavior of solutions of iterative functional equations. Sufficient condi-
tions for the oscillation are given.
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Some oscillation criteria for differential equations generated by delay
arguments
Agnieszka Szawiola
Poznan University of Technology
email: aszawiol@math.put.poznan.pl

Jaroslaw Werbowski
Poznan University of Technology
email: jwerbow@math.put.poznan.pl

In this paper we investigate linear differential equations with delay arguments of the

form:
m

(=1)° Loz (t) = 3- () w(a: (1)), (E5)
i=1

where n > 2,6 € {1,2,n,n+ 1} and Loz =z, Lz = pii%Li,lx,pn =1.

The functions p;, gk, g : Ry — Ry = (0,00) are continuous with g () <t on R,
limy_oogi(t) = 00 and [ p;(t) =o00,i=1,..,n,k=1,...,m.

The main purpose of this work is to show how the delay arguments g; influence the
oscillatory character of solutions of the above equations. We consider the equations (Ejs)
depending on whether n is an even or odd number as well as the value of 9.
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2.2 Geometric Dynamics

Organizer : Hiroshi Matano

Contributed talks

The Einstein Flow, the Sigma-Constant, and Geometrization of
Three-Manifolds
Arthur E. Fischer
Department of Mathematics, University of California, Santa Cruz, CA 95064, USA
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email: aef@cats.ucsc.edu

Vincent Moncrief
Departments of Mathematics and Physics, Yale University, New Haven, CT 06511,
USA

email: moncrief@hepvms.physics.yale.edu

For the problem of the Hamiltonian reduction of Einstein’s equations on a (3 4 1)-
vacuum spacetime that admits a foliation by constant mean curvature compact spacelike
hypersurfaces M that satisfy certain topological restrictions, we introduce a dimension-
less non-local time-dependent reduced Hamiltonian system Hiequced : BB X Preduced — R,
where R~ = (—00,0), Preducea 1S the reduced symplectic manifold, and R~ X Prequceq 18
the associated reduced contact manifold. The reduced contact variables (7,7,p'") €
R~ X Piequceq are given by the constant mean curvature 7 of an expanding spacelike hy-
persurface, a Riemannian metric v with constant scalar curvature —1, and a transverse-
traceless symmetric 2-contravariant density p’”.

Taking as a temporal coordinate condition ¢ = %, the reduced Hamiltonian is
given by Hiequeed (T, 7, p' 1) = —73vol(M, g). For compact 3-manifolds of Yamabe type
—1, we establish the following properties: (1) Hiequeed(T,7,p" ") is a strictly monoton-
ically decreasing function of ¢ unless p’? = 0 and v = 7 is hyperbolic, at which point
Hequeed (T, 7, 0) is constant in time; (2) for 7 € R~ fixed, Hrequeed (7,7, p1T) has a critical
point at (4,0) which is unique up to isometry and which is a strict local minimum (in
the non-isometric directions) of Hyequced; and (3) for 7 € R fixed, the o-constant of M
is related to the reduced Hamiltonian by

2/3
J(M) - _§ ( oy pTTinf Hreduced (T, Y pTT)> .

) €Preduced

If M is a compact hyperbolic manifold, then we conjecture that (7,0) is a global min-
imum of Hyequeced. More generally, for any compact M we conjecture that the Einstein
flow generically seeks to attain the o-constant asymptotically insofar as the reduced
Hamiltonian is monotonically seeking to decay to its infimum. However, possible ob-
structions, such as the formation of black holes, may prevent particular solutions from
asymptotically approaching o(M). Further applications are discussed.
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Nonlinear curvature driven evolution of plane curves
Daniel Sevéovic
Comenius University Bratislava
email: sevcovic@fmph.uniba.sk
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Karol Mikula
STU Bratislava
email: mikula@vox.svf.stuba.sk

We study the evolution of plane curves satisfying the geometric equation v = §(k, v),
where v is normal velocity, k£ and v are curvature and the angle of the tangential vector
of the plane curve I'. As a typical example one can consider the function 3(k,v) =
v(v)|k|™ 'k where v(v) is a given anisotropy function and m > 0. A key tool in our
study is to analyze a degenerate parabolic equation for the curvature k

Ok = 0B (k) + adsk + k8 (1)

where « is a functional of the curvature and other geometric quantities. The geometric
meaning of « is the tangential velocity of the material points belonging to I'. We propose
a nonlocal functional « keeping the ratio of the local length to the total length of the
curve ' constant with respect to time. This choice of a nontrivial tangential velocity a
leads to a powerful numerical scheme.

In the case where the function 3 is regular we establish short time existence of a
classical solution & € C'(I,C?**7(S*)) U C*(I,C?(S')) provided that the initial curve is
smooth enough. If 3 is degenerate we are concerned with the fast (0 < m < 1) as well
as slow (1 < m < 2) diffusion case. In the case of a slow diffusion the initial curve is
supposed to have at most 2 + ﬁ order contact with its tangents at inflection points.
The idea of the proof is to make use of the theory of fully nonlinear parabolic equations
developed by Angenent [1] and the Nash-Moser iterative technique for obtaining a-
priori bounds for the gradient of $(k). It is similar, in technique, to the one used in the
paper by Angenent, Sapiro and Tannenbaum [2]. We also present some of numerical
simulations that have been obtained by using a nontrivial tangential velocity .
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2.3 Hyperbolic Conservation Laws

Organizers : Tai-Ping Liu, Gerald Warnecke

Key note lecture

Recent Progresses in Shock Wave Theory
Tai-Ping Liu
Department of Mathematics, Stanford University
email: 1iu@gauss.Stanford.EDU



Hyperbolic Conservation Laws 7

There have been intensive activities in the study of shock waves in the past decade.
Important progresses are made in the study of the effects of dissipations, relaxations
and sources, the well-posedness problem for hyperbolic conservation laws, the regular-
izing properties of nonlinearity and other numerical and analytical issues. We plan to
survey these developements, with emphasis on the physical phenomena and the new
analytical ideas when applied to physical systems. We will also discuss open problems
and speculate on possible future research directions.

Invited lectures

Convergence Rates for Relaxation Methods Approximating Conservation
Laws
Hailiang Liu
IAN, Otto-von-Guericke-University Magdeburg, PSF 4120, D-39016 Magdeburg,
Germany.
email: hailiang.liu@mathematik.uni-magdeburg.de

Gerald Warnecke
IAN, Otto-von-Guericke-University Magdeburg, PSF 4120, D-39016 Magdeburg,
Germany.
email: gerald.warnecke@mathematik.uni-magdeburg.de

This talk discusses the global error estimates for a relaxation scheme approximating
scalar conservation laws. In such schemes there are two parameters: mesh size Az and
the relaxation rate e. We prove that the L°°(0,7; L'(IR))-norm of the error goes to
zero as €'/2 + (Az)'/? when both the discretization parameter ¢ and the discretization
parameter Az go to zero. We show how to do this without resorting to any restriction on
the initial error. Our result shows that the initial error does not prevent the convergence
of the conserved variable to the entropy solution of conservation laws, and the initial
layer persists in “kinetic” variables only for a short time of order e.

Nonclassical shocks for conservation laws
Benedetto Piccoli
Unwversity of Salerno
email: piccoli@sissa.it

Diffusive-dispersive approximations to conservation laws give rise to travelling waves
that converge to shocks not verifying the classical Lax entropy condition (or Oleinik-Liu
condition) and are called nonclassical shocks.

Various physical models, for which the diffusive-dispersive approximation has a phys-
ical justification, have a natural entropy. The set of all discontinuities satisfying the
condition related to this single entropy are too many to have uniqueness and a selection
criterion must be introduced. A kinetic relation, linked to the approximation, is used
to find a unique Riemann Solver and possibly a nucleation criteria is introduced. This
last appears to be natural in case of phase transition models.
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Front-tracking is then used to construct solutions to the Cauchy problem. The main
difficulty is the control of the total variation that may increase also in the scalar case. An
equivalent functional is introduced that decreases in time along approximate solutions.

After a first result for the cubic scalar case in [1], a method for the general scalar
case is described in [2]. Some assumptions are made on the kinetic function while no
nucleation criteria is needed.

It is also shown that the Riemann Solvers with good properties coincides with one
associated to a kinetic function of the type considered.

Finally the problem of uniqueness is investigated in [3]. It is proved that, as for
the classical case, there exists under mild conditions at most one Lipschitz semigroup
compatible with the Riemann solver, moreover any admissible solution satisfying a mild
regularity is a semigroup trajectory.
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Stability of Viscous and Inviscid Shock Waves
Denis Serre
Ecole Normale Supérieure de Lyon
email: serreQumpa.ens-lyon.fr

We are concerned with shock waves (u!, v": s) of multidimensional systems of n con-
) bl

servation laws. Here u"" denote the left and right constant states, and s is the shock
speed. The direction of propagation is a priori chosen along the first coordinate axis.
We may consider several kinds of stability, under small initial perturbations. With
increasing complexity :

e One-D stability, that is stability against perturbations in the sole x; direction. As
is well-known, it amounts to assume A # 0, where A is a determinant of the n—m
outgoing modes with m vectors representing the degrees of freedom of the shock.
Here, m = 1 for a Lax shock, but m > 1 for an undercompressive shock (see [1]).
All overcompressive shocks are unstable at this level.

e Multi-D stability. The theory is due to A. Majda [5] for Lax shocks and to
Freistiihler for undercompressive ones. At the linearized level, the shock may
be strongly or weakly stable, or strongly unstable. The latter prevents from local
well-posedness. The analysis requires the knowledge of zeros of an explicit analytic
function : the Lopatinski determinant. Examples show that the sign of A may be
involve in the nature of the shock : in full gas dynamics, A < 0 is equivalent to
strong instability.
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e Viscous stability, that is asymptotic stability of a viscous profile of the shock,
as a travelling wave of an approximate system. The relevance of this approach
was recognized by T.-P. Liu [4]. It was shown in [3] that the sign of A plays a
role in the stability, even in one space dimension. This was extended in [7] to
multi-D contexts, where we show that the long-wave limit of the Evans function
of the profile is nothing but the Lopatinski determinant. This shows that Majda’s
instability of the shock itself, which is of Hadarmard’s type, implies the asymptotic
instability of every possible profile.

On one hand, we shall present the latter aspect. On the other hand, we shall explain
why the change of sign of A, as the shock varies along a given curve, is related to both
weak stability and strong instability (see [6]).
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Compressible Navier-Stokes Equations with Density-Dependent Viscosity
and Vacuum
Tong Yang
Math. City University, Hong Kong
email: matyang@cityu.edu.hk

In this talk, we will present some results on the one-dimensional motion of viscous gas
connecting to vacuum state when the viscosity is constant or depends on the density.
When the viscosity coefficient is constant, the regularity of the solution near vacuum
and the behaviour of the interface separating the vacuum and gas are given. When the
viscosity coefficient y is proportional to p’ and 0 < # < 1/2, where p is the density, the
global existence and the uniqueness of weak solutions are proved.

Discrete Shock Waves and Small Divisors
Shih-Hsien Yu
UCLA
email: shyu@math.ucla.edu
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We study finite difference approximations to hyperbolic conservation laws, especially
in the presence of shock waves. A small divisor problem, which is caused by discretization
will be discussed.
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Contributed talks

A connection between scalar conservation laws and infinite linear systems
of PDE’s
P.B. Dubovski
Institute of Numerical Mathematics, Russian Academy of Sciences
email: dubovski@inm.ras.ru

We demonstrate that solutions of most scalar conservation laws satisfy an infinite
linear system of partial differential equations. This observation allows to prove an
existence theorem for such infinite systems and, vice versa, to estimate the solution of
the original scalar conservation law. The Hopt’s equation is included in such a class of
conservation laws.
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Admissibility of traveling waves in scalar balance laws
Jorg Harterich
Freie Universitat Berlin
email: haerter@math.fu-berlin.de

We consider hyperbolic balance laws
w+ f(u)e = g(u), feC? geC,
and their viscous approximations
up+ f(u)y = gy + g(u), <1

Assuming that the flux is convex and that g possesses only simple zeroes, Mascia has
found several types of heteroclinic traveling waves, i.e. solutions of the form u(z,t) =
u(z — st) that tend to constant states uiy as & := x — st tends to +oo. All these
traveling waves are entropy traveling waves in the sense that their discontinuities satisfy
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an entropy condition. We discuss the question, which types of traveling waves can be
obtained as limits of traveling waves of the viscous problem in the following sense: A
traveling wave wug of the hyperbolic balance law with speed s is called admissible if
sequences s, — s and £, \, 0 exist such that the viscous problem has a traveling wave
solution u,, with

Jim ||ttr, — ugl|zr = 0.

This leads to the study of a singularly perturbed o.d.e. where the wave speed s acts as
an additional parameter.
We show that not all of the entropy traveling waves are admissible.

Shocks with oscillatory tails in systems of viscous hyperbolic balance laws
Stefan Liebscher
Free University of Berlin
email: 1liebsch@math.fu-berlin.de

Searching for viscous shock profiles of the Riemann problem, we consider systems of
hyperbolic balance laws of the form

uy + f(u)w - €7lg(u) + €5u$$

with w = (ug,uy,-+-,uy) € R¥* § > 0 fixed, and with real time ¢ and space .
Traveling wave solutions u = u (I_T“) with limiting states lim, .., u(7) = u® give rise,
for € 0, to shock solutions of the Riemann problem.

Therefore we investigate the second order traveling wave equation

u = v

60 = —g(u)+ (A(u) —s)v

and look for heteroclinic orbits between equilibria u® of the reaction term: g(u*) =
0. The asymptotic behavior of viscous profiles u(7) for 7 — oo depends on the
linearization at u = u*.

A special structure of the source term, e.g. the mixture of conservation laws with bal-
ance laws, can lead to lines or, generally, surfaces of equilibria. Investigating the change
of stability along these curves of equilibria, it turns out that heteroclinic connections can
have oscillating tails. This is possible even for examples with gradient flux terms where
the source terms @ = g(u) alone do not support oscillatory behavior. The interaction
of flux and reaction, in contrast, is able to produce purely imaginary eigenvalues of the
linearization at u™*.

Near Hopf-like bifurcation points, continua of heteroclinic orbits exist. They corre-
spond to weak shock solutions with oscillating tails at both sides. Besides this, a fixed
left state u~ can connect to an whole interval of right states u™, with fixed traveling
speed s.

The results are based on normal form theory and a spherical blow-up construction
inside the center manifold near the line of equilibria.
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Stability of a Self-Similar 3-Dimensional Gas Flow
Wen-Ching Lien
Institute for Advanced Study
We are concerned with inviscid gas flow in three space dimension. In the presence of
symmetries, the flow becomes self-similar and the system may be reduced to ordinary
differential equations. We are interested in steady flow past an infinite cone and its sta-
bility with respect to perturbation of the cone. Such a flow has a cylindrical symmetry.
Let u and v represent the axial and radial components of velocity. With the additional
assumption that the flow is isentropic, the compressible Euler equations are reduced to

(s + )y = —(m) 1)
(4 P)a+ (puo)y = —(pun) 2)
(puv)e + (0 + P)y = — () )

P = P(p). (4)

When a uniform supersonic flow hits the obstacle, which is an infinite cone, and the
angle of opening at the vertex is sufficiently small, the conical flow can be constructed
by studying self-similar solutions. The flow is deflected by an attached shock front
beginning at the vertex and is continued so that the state of the air is constant on each
concentric cone behind the shock cone and is parallel to the obstacle cone. Since the flow
is isentropic and irrotational, the equations (1)-(4) are reduced to a system of ordinary
differential equations. Such self-similar flow is suggested by Busemann [1], who gave a
graphical method for obtaining them.

We consider a more realistic case when the obstacle is a perturbation of the infinite
cone. The shock front and the flow behind it are conical until the expansion wave and
the shock wave coming from the bendings of the obstacle interact with the conical flow
and the shock front. The flow then becomes rotational and, in general, contains infinitely
many interacting shock waves. The main questions are: With all these wave interactions,
does a solution exist globally? Is it stable with respect to the perturbation, for finite
x and also asymptotically as © — 00?7 We answer these questions affirmatively and
show that the long-range behavior of the flow is self-similar corresponding to an infinite
cone with the asymptotic angle of the perturbation. In particular, the flow between the
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leading shock and the obstacle tends to be irrotational and isentropic. In fact, there is
a boundary layer of high concentration of vorticity and entropy variation. The width of
the layer tends to zero as # — oo. This can occur, of course, only for inviscid flow; for
the viscous flow the vorticity would propagate into the flow. Nevertheless, experimental
evidences show that the inviscid flow still accurately represents the actual flow, Courant-
Friedrichs [2]. The flow pattern eventually tends to a self-similar solution corresponding
to the conical flow for the infinite cone without any deflections.
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Cauchy Problem for the Compressible Euler Equation with Damping

Ronghua Pan
SISSA, Italy
email: panrh@sissa.it

We study the Cauchy problem for the system of compressible adiabatic flow through
porous media in the one space dimension and the related diffusive problem, namely

v — Uy =0
Uy +p(va S)I = U,
St — 0, (].)

(U,U, 8)(3:70) = (UO(ZL‘),UO(ZL‘),SO(.Z‘)),
(vo, ug, So) () = (v, Us, S4), as x — £00,

and
vy = —p(q}, S)xx
u = _p(ﬁa 3)$
St = 0, (2)

0(x,0) = vp(z), s(z,0) = so(x),
Oo(£00) = vy, So(do0) = sy.
In this paper, we consider the following two cases

Casel: (vy,s) satisfy p(v_,s_) = p(vy,sy) = p;

Case 2: s_ = s, = 5.

By introducing the new approach which combines the usual energy methods with
special L'-estimate and with the use of weighted norms, we can solve the problem (2) in
detail. The global existence and large time behavior for the classical solutions for both
two cases are proved. The asymptotic states for the solutions are given by stationary
solution for case 1 and by similarity solution for case 2 respectively. Thanks to our new
approach, the almost optimal convergence rates are obtained.

Then, we establish the global existence and large time behavior for the smooth so-
lutions to the problem (1) in both cases by comparing the solutions of (1) to those of
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(2) via and energy estimate methods. It is also shown that the problem (1) can be
approximated very well time-asymptotically by (2) which obtained from (1) by Darcy’s
law. The optimal decay rates for the difference between the solutions of (1) and those
of (2) are then proved by weighted energy estimates.

Our results for case 1 generalized the results in [1] for more general cases with in
addition the decay rates. The results for case 2 strongly improved the results in [2] by
removing the key technique condition in [2](referred in [2] as condition V) and giving
the optimal decay rates.
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Key note lecture

The notion of hyperbolicity for Euler-Lagrange equations
Demetrios Christodoulou
Mathematics Department, Princeton Univerisity, New Jersey, USA
email: demetri@math.princeton.edu

The lecture shall begin with a critical review of existing notions of hyperbolicity, i.e.
Leray’s notion of strict hyperbolicity and Friedrich’s notion of symmetric hyperbolicity.
We shall then introduce a new notion of hyperbolicity appropriate to systems of Euler-
Lagrange equations. This notion is intimately connected with the notion of ellipticity
in the calculus of variations (the Legendre-Hadamard condition). We shall show how
the basic properties, such as the domain of dependence theorem, follow directly from
the new notion, which overcomes the difficulties associated with singularities of the
characteristic variety encountered by earlier approaches. Finally we shall indicate how
the new approach provides a basis for the solution of problems such as the problem of
global nonlinear stability of a given solution.

Invited lectures

Quasilinear Wave Equations and Strichartz Estimates
Hajer Bahouri
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Faculté des Sciences de Tunis
email: hajer.bahouri@fst.rnu.tn

Jean-Yves Chemin
Université Pierre et Marie Curie
email: chemin@ann. jussieu.fr

In this paper, our aim is the proof of local wellposedness for quasilinear wave equa-
tions for initial data less regular than what is required by energy method. This implies to
prove Strichartz type estimates for wave operators whose coefficients are only Lipschitz.
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Solutions of the Einstein equations with prescribed singularity structure
Alan Rendall
Mazx-Planck-Institut fir Gravitationsphysik
email: rendall@aei-potsdam.mpg.de

The singularity theorems of Hawking and Penrose are one of the best known theo-
retical results in general relativity. They assert the existence of spacetime singularities
under general circumstances but say nothing about the structure of these singularities.
The proofs of these theorems involve differential geometry and ordinary differential equa-
tions and do not use the character of the Einstein equations as a quaslinear hyperbolic
system. It seems unavoidable that the theory of hyperbolic equations must be used in
order to obtain more precise information on this matter. One approach to this problem
is to attempt to construct solutions of the Einstein equations with a prescribed type of
singularity. Heuristic considerations indicate that the singularities could have a compli-
cated oscillatory structure in general and this suggests difficulties in constructing them.
The same heuristics indicates, however, that in the presence of a scalar field things
simplify dramatically, the oscillatory behaviour being replaced by uniform blow-up.

Motivated by these considerations, Lars Andersson and the author have studied
the Einstein-scalar field system from this point of view. The unknowns are a four-
dimensional Lorentzian metric g and a real-valued function ¢ (the scalar field) and the
equations are Ric(g) = Vo ® V¢, where Ric(g) is the Ricci curvature of the metric g. It
was shown that there exists a large class of solutions of these equations with singularities
of blow-up type which can be described in considerable detail. The solution of the system
of partial differential equations is described approximately near the blow-up hypersurface
by a system of ordinary differential equations. (This is known in the relativity literature
as the velocity dominated approximation.) The solutions constructed depend on a
certain class of free data. These are required to be analytic but are otherwise general.

The analytical part of the proof is similar to that used in a more special problem in
[1], the fundamental idea going back to Baouendi and Goulaouic [2].
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Contributed talks

Bounded Solutions and Blow-up in Nonlinear Wave Equations
Jorge Esquivel-Avila
Universidad Autonoma Metropolitana
email: jaea@hp9000al.uam.mx

We consider a Klein-Gordon equation with linear dissipation and a nonlinear source
term

wy — Au + mu + duy = f(u),

in a bounded domain Q C R", with m > —\ = first eingenvalue of —A in H}(Q),0 >
0, f(u) = puju|""2, 1 > 0,r > 2, and with homogeneous Dirichlet boundary condition

u=0, mn 09,
and initial conditions
u(0) = uy, u(0) = vp.

We give necessary and sufficient conditions for globality and boundedness, and for
nonglobality and blow-up of solutions. Also, we characterize those solutions which tend
to the nonzero equilibria as well as to the zero equilibrium as ¢ — oo. We improve
previous results of Cazenave [1], Ikehata [2] and Goergiev and Todorova [3].
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Asymptotic behaviour of solutions to a class of semilinear hyperbolc
systems.
Frank Jochmann
HU-Berlin, Unter den Linden 6, 10099 Berlin, Germany
email: jochmann@mathematik.hu-berlin.de

In this talk the long time asymptotic behavior of solutions of semilinear symmetric
hyperbolic system including Maxwell’s equations and the scalar wave-equation in an
arbitraty spatial domain are investigated. The possibly nonlinear damping term may
vanish on a certain subset of the domain. Decay in the weak topology for suitable
initial-states is shown. In the case that the nonlinear damping is in addition montone,
also strong local L9-convergence is shown.

These results are applied to the initial-boundary-value-problem for Maxwell’s equa-
tions in an exterior domain. It is shown that the solution behaves like a free-space-
solution (in whole space with constant coefficients) provided that the initial-state is
orthogonal to all stationary states. Here a LP-regularity-theorem for Maxwell’s equa-
tions and some commutator-estimates are used.

On the Attractors of Hamiltonian Nonlinear Wave Equations
Alexander Komech
Department of Mechanics and Mathematics, Moscow State University, Moscow
119899, Russia
email: komech@mech.math.msu.su

We consider the asymptotics in long-time limits, ¢ — 400, of finite energy solutions
to Hamiltonian nonlinear wave equations in the whole space. For “generic” equations
the solutions converge to an attractor which is the set of all stationary states. The
convergence holds in the Fréchet topology defined by local energy seminorms. The
convergence is established for general 1D nonlinear wave equations with nonlinear term
concentrated at a finite segment [1], for 3D scalar wave equation coupled to a particle [2],
and for 3D Maxwell-Lorentz system with a charge [3]. In [4] the soliton-like asymptotics
is established for finite energy solutions to the translation-invariant system from [2]. In
[5] the stability of the soliton manifold and the adiabatic effective dynamics are proved
for the soliton-like solutions to the system from [2] with slowly varying potential. The
related physical problems are discussed in [6].
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Nonlocal problem with integral conditions for hyperbolic equation
Ludmila Pulkina
Samara State University
email: pulkina@ssu.samara.ru

Consider the equation
Lu = ugy + A(z,y)uy + Bz, y)u, + C(z,y)u = f(z,y)

in the rectangle D = {(z,y): 0 <z <a, 0 <y <b}.

Nonlocal integral conditions arise when one studies certain problems of plasma physics
[1], heat conduction [2], dynamics of ground waters [3]. Motivated by this, we study the
following problem:

tu= 1, [ute e =0, [ ey = ofa),

where ¢(z),1(y) are given, 0 < a« < a, 0 < f < b. If @ = a, # = b the existence and
uniqueness of generalized solution are proved [4].

Introducing a new unknown function w(z,y), we reduce the equation Lu = f to a
loaded equation Lw = F, while the integral conditions take the form

a b
/w(x,y)dvaO, / w(z,y)dy = 0.
0 0

The existence and uniqueness of the solution in Sobolev space H'(D) are proved. The
proof is based on a-priori estimates and a complete continuity property of the operator,
generated by the problem.
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Semilinear wave equations on pseudo-Riemannian manifolds: stability and
motion of non-topological solitons.
David M.A. Stuart
University of Cambridge
email: D.M.A.Stuart@damtp.cam.ac.uk

The starting point is the equation:

0%¢ 2

@—Aqﬁ—i—m ¢ —B(s))¢p=0 (%)
for a function ¢ : IR™" — €. This equation supports a class of solitary wave solutions,
called non-topological solitons ([2]), of the form

ot x) = ' f(x), ()

where f, is the solution of a constrained minimisation problem ([3]); in the case B(f) =
|f|P~! the function f, can also be characterised as an “optimiser” of the Gagliardo-
Nirenberg inequality ([4]). The stability properties of these solutions have been investi-
gated in both the physics and mathematics literature (see [1],[2] and references therein);
an interesting feature is the w—dependence of the stability conditions. A modulational
approach to stability theory is developed, which gives stronger results than those ob-
tained previously; in particular, the solution to the Cauchy problem for (*), with initial
data close to a Lorentz transform of (**), remains uniformly close to the corresponding
point on an explicitly determined curve in the space of Poincare transforms of (**). This
stability holds for an approriate range of w, which may, in the case 3(f) = |f[P~1, be
determined sharply from linear theory, using information gleaned from the Gagliardo-
Nirenberg characterisation of f,,.

The main motivation for the present development of this technique is to provide a
basis for an investigation of solitons in the equation

Lyp +m*¢ — B(|¢)¢p =0 (©)

where L, is the covariant d’Alembertian determined by a pseudo-Riemannian metric g.
It is proved that under the rescaling ¢ — ¢2g, with e small, there exist solutions to
(C) in which the solitons (**) are concentrated on time-like geodesics. This generalises
a previous one dimensional theorem ([5]).

References

(1] Grillakis, M.; Shatah, J.; Strauss, W. J. Funct. Anal., 97(1):160-197, (1987).
(2] T.D. Lee. Non-topological solitons. Phys. Rep., 221(5,6):251-350, (1992).

[3] Berestycki, H.; Lions, P.-L. Arch. Rational Mech. Anal., 82(4):313-175, (1983).
[4] Weinstein, M.I. Comm. Math. Phys. 87(4):567-576, (1983).

[5] Stuart, D.M.A. Comm. PDE 23(9/10):1815-1837, (1998).



90 B. Infinite-dimensional Systems

On discrete models of the wave equation
Volodymyr Sushch
Technical University of Koszalin, Poland
email: sushch@lew.tu.koszalin.pl

The purpose of this work is to present a generalization of Dezin’s results [1] dealing
with a discrete model of the Laplace operator for the case of pseudo-Euclidean space.
The present work is a direct continuation of [2].

Let IR} be pseudo-Euclidean space of type (1,n—1), i.e. IR" with the Lorentz metric.
If we take n = 4 we obtain Minkowski space. We construct a combinatorial model of
IRT as the complex C(IR}) with boundary operator 0. Then the dual complex K(IRY)
to C'(IRT) can be considered as a space of discrete forms. The coboundary operator d°
on K(IRY) is a discrete analog of the exterior differential d. The definition of d° does
not depends on a metric and coincides with the one for the combinatorial model of
Euclidean space [1]. But to define a discrete analog of the Hodge star operator * we
must take into account a metric. We define a discrete analog of the codifferential § as
the formal adjoint operator (denote §¢) to d°. Note that §° depends from a metric too.
The combinatorial Laplacian is defined by

AC — dCéC + 5Cdc

Clearly, the generalized Laplacian with respect to the Lorentz metric on K(IR}) is a
discrete analog of the wave operator. The Cauchy problem and boundary value problems
for this discrete model of the wave equation are studied.

Within our intrinsic approach, we may write in terms of the generalized Laplacian a
discrete model of the Klein-Gordon equation. Likewise, using the combinatorial model
of Minkowski space we can describe a discrete model of the Maxwell equations. An
important generalization of these equations leads immediately to a discrete model of
the so-called Yang-Mills equations of the quantum field theory.

It should be possible to consider one more discrete model in which ”time” is the
continuous parameter. The latter fact means that a discrete model of the wave equation
is constructed on the complex K(IR"™') with the Euclidean metric and K(IR"™!) is
depending from the continuous parameter ¢. In this case a system of the second order
ordinary differential equations by t is a discrete analog of the wave equation.
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Global Dynamics of Nonlinear Hyperbolic Equations With Non-Monotone
Damping
Yuncheng You
University of South Florida
email: you@math.usf.edu
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Many challenging issues concerning global dynamics emerge from nonlinear hyper-
bolic equations with a kind of weak dissipation such as localized damping, non-monotone
damping, or boundary damping. In this work, we study a nonlinear wave equation

uy + Au+ g (uy) + f(u) = h,

where typically A represents —vA over a bounded 2-D domain with homogeneous
Dirichlet boundary condition, g (u;) = —au; + Bud with constants o and § > 0 is a
non-monotonedamping, f is a Caratheodory function (or simply a polynomial) satis-
fying the usual power growth condition and the asymptotic sign condition, and h €
L> (0,00; L*(Q)) is a given input. This equation has been used as a model in dynamic
analysis and stabilizing control of the galloping vibration of power lines of electric trans-
mission. Due to the difficulty caused by the nonlinear and non-monotone damping, the
long-term behavior of solutions remains open to a large extent. The following results
are obtained. First, the local existence and uniqueness of weak and strong solutions
are established by the Bubnov-Galerkin approach and the regularity analysis is con-
ducted. Second, by an asymptotical bootstrap method in dealing with a Lyapunov-like
functional F (u,u,), it is proved that for any initial data in the energy space the weak
solution exists globally and remains bounded based on the differential inequality

d € _
5 (wu) < =SB (u,u) + Coff luellyo (elluflr = C1) + Cae) + (14 @7") [[h]|oo-
Moreover, it is proved that the solution semiflow is dissipative in terms of the existence
of absorbing sets. Third, with some restriction that A is time-invariant and 3 > ca for
some constant ¢, it is shown that thesolution semiflow S(¢) is uniformly k-contracting
as it satisfies

15wy = SB)wa|| < P(t) [lwr = wall + pr (wr,ws), ¢ >7 >0,

where ¢ (t) — 0 and p, is a precompact pseudometric on the energy space. Finally it is
proved that there exists a global attractor for the semiflow generated by this nonlinear
hyperbolic equation.

Posters

The global Cauchy problem for the critical non-linear wave equation in
variable coeflicients
Ibrahim Slim
Faculty of Sciences of Bizerte
email: slim.Ibrahim@fsb.rnu.tn

Mohamed Majdoub
Institut préparatoire aux études Scientifiques et Techniques
email: mohamed.Majdoub@ipest.rnu.tn
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In this work, we study the global existence of both smooth and strong solutions of
the critical wave equation in variable coefficients in three dimension of space

(E) Oqut | u|*u= 0% — div(A(z).Veu)+ |u [*u=0, R, x R}

where A is a regular function valued in the space of 3 x 3 positive definite matrices
which is the identity outside a compact set of IR3.
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2.5 Hysteresis

Organizer : Jirgen Sprekels

Key note lecture

P.D.E.s with hysteresis operators
Augusto Visintin
Unwversity of Trento — Italy
email: VISINTIN@SCIENCE.UNITN.IT

Hysteresis appears in several phenomena, in physics, engineering, chemistry, biology,
economics, and so on. A systematic investigation of its mathematical properties began
only in the 1970s, see [1].

Hysteresis relations can be represented by a black box, which transforms an input
function u into an output function w. This is formalized through the notion of hysteresis
operator F : u — w, acting between spaces of time dependent functions, e.g. C°([0, 7).
Rate independence appears as the basic property; this means that if F : u — w then
F :uog@r wo p, for any increasing time diffeomorphism ¢ : [0, 7] — [0, 7.

For instance, the model studied by Duhem a century ago corresponds to the trans-
formation v — w defined by the following Cauchy problem:

& =) (%) - omtww) () 0,70 (1
w(0) = w?;

here ¢g; and g, are given continuous functions and w® is a datum.

The classical hysteresis models due to Prandtl, Ishlinskii, Preisach will also be out-
lined, and some of their properties (continuity, monotonicity and others) discussed.

We then briefly deal with the following P.D.E., which arises as a simplified model of
(scalar) ferromagnetic hysteresis:

0%u

~ Oa?

2 [u+ F(u)

' =f  inla,b[x]0,T]; (2)
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here F is a hysteresis operator and f is a given function. Under suitable assumptions, the
corresponding initial and boundary value problem is well-posed in appropriate function
spaces.

Details and an extended bibliography can be found in [2].
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Invited lectures

Asymptotically stable almost-periodic oscillations in systems with
hysteresis nonlinearities
Martin Brokate
Unwversity of Kiel, Germany
email: mbr@numerik.uni-kiel.de

Alexei Pokrovskii
National University of Ireland, Cork, Ireland
email: alexei@peterhead.ucc.ie

We consider a perturbed ODE system

= f(t,x) +eg(z,2(t)),

where the perturbation includes the hysteretic element (I" being a hysteresis operator)
z(t) = (C[to, z(to)] L) (1) .

We assume that the unperturbed system (¢ = 0) has an asymptotically stable almost-
periodic solution. We present sufficient conditions for the perturbed system to have an
asymptotically stable almost-periodic solution. We illustrate the result with an example
from feedback control.
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Elastic Contact Problems and the Stop Operator
G. Wolfgang Desch
Karl-Franzens-Unwversitat Graz
email: georg.desch@kfunigraz.ac.at

Given a closed convex set K C IR", a forcing function f : [0,00) — IR", and an initial
value u(0) € K, we look for a function u such that u(t) € K for all ¢, and u/(t) is as
close as possible to f'(t), i.e., f'(t) —u/(¢) lies in the normal cone of K at the point u(t).
It is well known that this problem admits a unique solution. The operator & mapping
(u(0), f) € K x W?(]0,00), IR") into u € WP is called the stop operator.

It is known that the stop operator is continuous in many function spaces, but it is
not Lipschitz continuous in the spaces W? for 1 < p < co. The question of Lipschitz
continuity in W1 has been settled only recently. The stop operator is globally Lipschitz
continuous if K is a convex polyhedron. If K has W#%-smooth boundary, then the stop
operator is locally Lipschitzian. There are examples of domains K with C'-boundaries
where S is not locally Lipschitz continuous.

As an application we utilize the Lipschitz continuity of the stop operator on a poly-
hedron to prove wellposedness of a two-point initial-boundary value problem modeling
the dynamics of a linearly elastic beam with unilateral contact conditions.

Homogenization of Scalar Wave Equation with Hysteresis Operator
Jan Francu
Technical University Brno
email: francu@fme.vutbr.cz

Pavel Krejci
WeierstrafS-Institute Berlin
email: krejciQ@wias-berlin.de

Longitudinal vibrations of the elastoplastic rod are modelled by scalar wave equation

with constitutive stress-strain relation of elastoplastic material in the form of Ishlinskii
operator

o = Fle] := nse — /OOOSr[e] dn(r)

where S, is the stop operator. The equation is completed by convenient initial and
boundary conditions.

The material of the rod is heterogeneous i.e. spatially dependent, which means
spatially dependent material data

p=plx) n=nlz,r).

Properties of spatially dependent Ishlinskii operator are studied; existence, uniqueness
and estimates of the solution to this initial boundary value problem are proved.
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Homogenization problem consists in considering a sequence of materials with periodic
structure with diminishing period, which means a sequence of problems with periodic
functions p°, n° in the constitutive relation having diminishing period ¢ — 0

T T
i X)) = <_> ) : xr,r)= <—,T‘> )

P@)=p (@) =mn{ -

where p(y) and n(y,r) are functions periodic in y. The corresponding solutions u®

converge to a function u® which is a solution to the so-called homogenized problem.
The form of the homogenized problem is derived and convergence u® — u° is proved.

Hysteresis operators in modeling of phase transitions
Pavel Krejci
WIAS Berlin
email: krejci@wias-berlin.de

Jiirgen Sprekels
WIAS Berlin
email: sprekels@wias-berlin.de

Among mathematical methods designed for solving problems in phase transitions
modeling, the method of hysteresis operators is one of the most recent ones. Its devel-
opment is connected with a systematic effort of applied mathematicians (see [1,3,4,6])
to set up an appropriate theoretical framework for describing rate-independent hystere-
sis phenomena independently of their physical nature. For complex physical problems
like those arising in phase transitions, the hysteresis theory makes it possible to replace
analytically nonsmooth constraints (represented e.g. by rate-independent evolution
variational inequalities) by more regular objects (hysteresis operators) in suitable func-
tion spaces. It turns out that, at least in some cases, this may lead to a considerable
simplification in the analysis of the problem.

The aim of this contribution is to present some extensions to the results published
in [5] for the phase-field type system

w(0)wy + filw] + 0 folw] = 0,
(0 + Fy[w]); — A0 = (x,t,0),

motivated by the Frémond-Visintin formulation (see [2]) of the relaxed Stefan problem,
where the order parameter w and the absolute temperature 6 are the unknowns of the
problem, p and @ are given functions and f;, fo, F} are hysteresis operators, and to
discuss further issues.
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Posters

Monte Carlo study of the mixed spin Ising ferromagnetic model with a
ferrimagnetic surface
Ahmed Fathi
Lab. de Phys. Theo. Faculti des Sciences Ain Chock, BP 5366 Maarif, Casablanca,
Morocco
email: a_fathi@mailcity.com

Noureddine Benayad
Lab. de Phys. Theo. Faculti des Sciences Ain Chock, BP 5366 Maarif, Casablanca,
Morocco
email:

The three-dimensional mixed spin 1/2 and spin 1 Ising model with competing surface
and bulk exchange interactions is studied. Within the frame work of the Monte Carlo
simulation, the phase diagrams are investigated, they exhibit qualitatively interesting
features. The effects of the surface and the bulk crystal field interactions on the phase
diagrams and in particular for surface ordering, are also examined. It is also shown that
such system can exhibit a variety of phase transitions.

2.6 Large Domains

Organizers : Alexander Mielke, Guido Schneider

Key note lecture

The long wave limit for the water wave problem
C. Eugene Wayne
Boston University
email: cew@math.bu.edu

I will describe the derivation and justification of approximating equations for long
waves moving on the surface of an inviscid, irrotational fluid in an infinitely long canal
without surface tension. A variety of equations, such as the Korteweg-de Vries or Boussi-
nesq equations, have been derived to formally approximate the evolution of such waves.
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Using recently developed techniques for justifying modulation equations one can can
show rigorously that to the order of approximation considered in formal derivations
of the KAV or Boussinesq equations the solutions of the water wave problem split up
into two wave packets, one moving left and one moving right, where each of these wave
packets evolve independently as a solution of the Korteweg-de Vries equation. In partic-
ular, this means that to the order of approximation considered, such counterpropagating
waves do not interact with each other. In addition to the fact that this approximation
can be rigorously justified, it also has the advantage that the approximating equations
are well posed and completely integrable. This work was done in collaboration with
Guido Schneider.

Invited lectures

Dimension and Entropy for parabolic PDE’s in Infinite Domains
Jean-Pierre Eckmann
Departments of Physics and Mathematics, University of Geneva
email: Jean-Pierre.Eckmann@physics.unige.ch

This is a report on work with P. Collet. We define the topological entropy per unit
volume in parabolic PDE’s such as the complex Ginzburg-Landau equation, and show
that it exists, and is bounded by the upper Hausdorff dimension times the maximal
expansion rate. We then give a constructive implementation of a bound on the inertial
range of such equations.

References
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Loss of Stability in the Magnetic Benard Problem
B. Scarpellini
Mathematics Institute, University of Basel
email: meiner@math.unibas.ch

We study the loss of stability of the trivial equilibrium vy = 99 = hg = py = 0 of the
system

oww = vAv+Vp+ SBO,h+ S(hV)h — (vV)v + gak? ,
8,519 = XA19 + (T[) — Tl)Ug - (’UV)Q? ,
oh = rAh+ Bo,v+ (hV)v — (vA)h , divv=divh=0.

Here k = (0,0,1)%, v = (vy, v2,v3), h = (hy, h, h3), while v, x, 7, @, g, S are constants
related to the physical setting. (z,y, z) ranges over the infinite plate Q = R? x (—%, %)

We assume Dirichlet conditions for v,? and stress-free conditions for A, i.e. J,h; =
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0,hy = hs = 0 on 0€). The above system describes a conducting fluid in €2, subject to a
temperature gradient induced by the temperature 71y at z = —% and 1) <Tj at z = %
Moreover the fluid is subject to a constant magnetic field Hy = (0,0, B) parallel to the
z-axis. This induces a magnetic field h, coupled to v via the above system. It is our
aim to discuss the stability of the trivial solution under perurbations which belong to
L?(2), in particular its dependence on B and Ty — T;. This point of view is justified by
recent results, which establish among others its equivalence with a stability notion due
to W. Eckhaus.

Rolls and Modulating Pulses in the Swift-Hohenberg equation
Hannes Uecker
Universitat Bayreuth
email: Hannes.UeckerQuni-bayreuth.de

We consider stationary spatially periodic solutions of the Swift-Hohenberg equation
up = — (14 0%)%u +e®u — u®, u = u(t,r) € R,t > 0,2 € R%,0 < £ < 1. The family of
latex stationary rolls is given by {u. x(z) = 2\/(62 — (1= k2)2)/3cos(zy + @) + O(e?) :
k* —1 € (—&,+¢),¢ € S'}. We present results on the nonlinear diffusive stability of
Eckhaus-stable stationary rolls in two dimensions (d = 2) with respect to perturbations
in polynomially weighted spaces [5]. The method consists in combining the results from
[3] on the linearization around a roll with renormalization theory in Bloch wave space
[1,4].

Next we consider a modified, spatially periodic Swift—Hohenberg equation, which can
be considered as a model problem for pattern formation over weakly oscillating domains
[2]. In the associated modulation equation the S' symmetry is broken. We consider the
existence and stability of modulating pulse solutions [6]. These solutions consist of a
pulse-like envelope modulating a spatially and temporarely oscillating wave train. They
are constructed by means of spatial dynamics and center manifold theory.
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Contributed talks

Energy flow in extended gradient systems
Sinisa Slijepcevié
Nonlinear Centre, Cambridge
email: ss265@damtp.cam.ac.uk

We study a class of systems on unbounded domain whose restriction to a bounded
domain is a gradient system. Typical example is the real Ginzburg-Landau equation

Up = Ugy + U — U7, (1)

u(z,t) : R x R" — IR, for which all the results apply (other examples include some 1D
and 2D parabolic PDE’s, damped hyperbolic PDE’s, as well as lattice dynamics such
as gradient dynamics of Frenkel-Kontorova models).

Extended gradient systems. We propose “axioms” of an extended gradient semiflow:
relations between the energy density and energy current (satisfied e.g. by (1) on C, ,(IR)
in sup-norm as well as localised topologies). We deduce: non-existence of periodic orbits
(with period T' > 0), and that for each x non-stationary, the average return time of any
orbit to any neighbourhood of z is oo. If the phase space is compact (e.g. localised
topology in (1)), all Borel invariant probability measures are supported on the set of
equilibria, and the w-limit set of each point contains an equilibrium.

Additional spatial structure. If we assume that the semiflow commutes with a group
of spatial translations, the induced semiflow on the space of translationally invariant
Borel probability measures is gradient. We deduce that, given any translationally in-
variant measure g on the phase space, w-limit set of p-almost every initial condition
consists of equilibria.

Applications. We suggest applications of the results to variational problems, in partic-
ular to construction of orbits and invariant measures of Hamiltonian dynamical systems.
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2.7 Lattice Dynamical Systems

Organizer : Shui-Nee Chow

Key note lecture

Traveling Waves in Lattice Dynamical Systems
John Mallet-Paret
Brown University
email: jmp@cfm.brown.edu
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We discuss recent results in the theory of lattice differential equations. Such equations
yield continuous-time infinite-dimensional dynamical systems which possess a discrete
spatial structure modeled on a lattice. The systems we consider, generally over a higher-
dimensional lattice such as Z¢ C IR?, are the simplest nontrivial ones which incorporate
both local nonlinear dynamics and short-range interactions. Of particular interest are
traveling wave solutions connecting equilibria which may either be spatially homoge-
neous or exhibit regular patterns. Also of interest are the effects of anisotropy of the
lattice, as well as imperfections in the lattice.
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Invited lectures

Pinning and propagation for waves for bistable lattice systems with long
range interaction
Peter W. Bates
Brigham Young University, Provo, UT, USA
email: peter@math.byu.edu

We study an Ising-like model for phase transitions, incorporating long-range interac-
tions. The dynamics of the state is according to an [y gradient flow for the Helmholtz
free energy. We construct traveling and stationary waves and give criteria for propa-
gation and pinning of a wave. Some results concerning uniqueness and stability of the
wave are given.

Dimer automata and edge processes
K.P. Hadeler
Universitat Tubingen
email: hadeler@uni-tuebingen.de

We study a class of lattice dynamical systems where the geometric space is a grid
(lattice) or, more generally, a graph, the local state space is finite (in most obvious
examples the states are ”0” and ”1”, i.e., white and black), the action is local, stochastic,
and asynchronous. The motivation for these systems is the following: Deterministic
synchronous cellular automata have been proposed as ultimate discretizations of systems
modeling interactions and spatial spread. But these systems cannot accomodate the
exchange of the contents of two neighboring cells nor a random walk.
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To get a true discrete analogue of reaction diffusion equations on lattices we have
defined ”dimer automata”, i.e., lattice dynamical systems where the deterministic lo-
cal function selects a cell according to a Poisson process and evaluates two cells at a
time. These systems can be classified and their dynamical behavior can be character-
ized in terms of a parameter space. For these systems mean field approximations can
be derived which yield a close connection to differential equations and which reproduce
experimentally sampled data with astonishing accuracy.

This concept has been generalized in two ways. 1. The regular grid is replaced
by an arbitrary graph (topological properties of the graph play some role). 2. The
deterministic local function is replaced by a convex combination (in stochastic sense) of
such functions.

The resulting class of ”edge processes” forms a polyhedron in some parameter space
the extremal points of which are (a subset of seven) of the deterministic ”dimer systems”
mentioned above. The qualitative behavior of the edge processes can be characterized
in terms of the theory of stochastic processes. The theory of these systems is put in
relation to interacting particle systems in general and to geometric processes studied by
T.E.Harris in the seventies.

Finally some findings on two-species systems on lattices are presented.

(joint work with Birgitt Schonfisch, Christoph Bandt, Frank Kriese)
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Cellular Neural Networks: Pattern and Waves
Song-Sun Lin
Department of Applied Mathematics
National Chiao Tung University
Hsin Chu, 30050, Taiwan lin@math.nctu.edu.tw

In this talk I would like to report some results about the patterns and waves of
Cellular Neural Networks (CNN). In section 1 we study the stationary solutions of CNN
by using the method of iteration map. When the map is one-dimensional, the spatial
entropy of stable stationary solutions can be obtained explicitly. When the map is two
dimensional, then the Smale’s horseshoe is also constructed. In section 2 we consider
the travelling wave solutions of lattice dynamical system and prove the existence and
multiplicity of monotone travelling wave solutions for some lattice differential equations
by using monotone iteration method. In section 3 we illustrate the applications of these
results to CNN.

Discrete Breathers
Robert S. MacKay
University of Cambridge
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email: R.S.MacKay@damtp.cam.ac.uk

Discrete breathers are time-periodic spatially localised vibrations of networks of os-
cillators. Several developments on this topic will be reported, including;:

1. Existence of discrete breathers in systems with Euclidean invariance;

2. An effective Hamiltonian for approximate dynamics of generalised multi-breathers

[1];

3. Numerical evidence for an almost continuous connection from discrete breathers
to Anderson modes [2].
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Contributed talks

Travelling Wave Solutions for some Quasilinear Parabolic Equations
Jong-Shenq Guo
Department of Mathematics, National Taiwan Normal University, Taipei 117, Taiwan,
R.O.C.

email:  jsguocc.ntnu.edu.tw

We study the existence and uniqueness of travelling wave solutions for some quasilin-
ear reaction-diffusion equations and their related discretized systems. These equations
arise in various applications such as Mathematical Biology.

Differential equations describing the evolution of densities in particle
systems
Andreas Seib
University Greifswald
email: seibQrz.uni-greifswald.de

The main objects of consideration are nearest neighbour interacting particle systems
n: on homogeneous directed graphs G = (V, FE). In this framework homogenity means
that for each edge there exists at least one automorphism of the graph mapping this
edge to a fixed “root” edge. For each edge we fix one of these automorphisms. By
ordering the set of edges we get a sequence of automorphisms.

For each configuration 7 of the interacting particle system we define distributions of
configurations on finite subgraphs G’ C G as the spatial mean with respect to the fixed
sequence of automorphisms. For the subgraph G' = {v} consisting of one vertex v € V'
this distribution can be interpreted as the density of particles in the configuration 7.
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We show that existence of all finite distributions for a starting configuration 7 is
sufficient for almost sure existence of all finite distributions for the configuration 7, ¢ >
0.

Now we describe the time evolution of the density of particles by a differential equa-
tion. Here the time change depends only on the parameters of the interacting particle
system and the density of edge markings (that is the density of configurations on the
next level subgraph G’ consisting of one edge in F).

Some interesting consequences of this relation are presented, as for example the
estimation of the parameter for the contact process.
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Complete Stability for a Class of Lattice Dynamical Systems
Chih-Wen Shih
Department of Applied Mathematics, National Chiao Tung University, Hsinchu,
Taiwan, R.O.C.
email: cwshih@math.nctu.edu.tw

Song-Sun Lin
Department of Applied Mathematics, National Chiao Tung University, Hsinchu,
Taiwan, R.O.C. lin@math.nctu.edu.tw

We consider a class of lattice dynamical systems originated from cellular neural net-
works with symmetric feedback templates. In the vector field of this class the state
vector and the output vector is related through a sigmoidal nonlinear function. For two
types of sigmoidal functions Liapunov functions have been constructed in the literature.
Complete stability is studied for these systems using LaSalle’s invariant principles on
the Liapunov functions. The purpose of this presentation is twofold. The first one is
to construct Liapunov functions for other kinds of sigmoidal functions. For example,
for a type which is a mixture of the two types described in the literature. The second
one is to consider the necessity for condition of isolation of equilibrium in concluding
the complete stability. We shall show that for these sigmoidal functions, including the
previously studied ones, the condition that every equilibrium is isolated is not necessary.
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Periodic motions of non-autonomous Toda Lattices
Pedro J. Torres
Universidad de Granada
email: ptorres@goliat.ugr.es

We consider an infinite lattice of particles with a periodic external force and nearest
neighbor interaction between particles

.’L‘;’ —+ C.’L’; = gi—l(xi — .’L‘i_l) — gi(xi—l—l — ZL'l) + h@(t), 7 c Z

where h; are continuous 7T-periodic functions and ¢ > 0 is a viscous friction coefficient.
If h; denote the mean value of h;, our aim is to find conditions over such mean values
leading to existence and multiplicity of T-periodic solutions.

The strategy of proof has two main steps: first, a related finite system is studied by
using a change of variables that enable us a reduction to a simpler subsystem in which
classical tools on topological degree can be applied. Second, a simple limiting argument
leads to the conclusion, by using some a priori estimates deduced in the previous step.
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2.8 Microstructure

Organizer : Stefan Miiller

Key note lecture

How applied analysis can make use of separation of scales: some examples
Felix Otto
UCSB
email: otto@math.ucsb.edu

Any more complex model in the sciences comes with multiple length and time scales.
In many applications, the relevant parameter regime is such that these scales are clearly
separated. In this situation, there is hope that the underlying mathematical problem is
modular: The contribution of a small scale to the next larger scale can be read off from
the solution of an auxiliary problem (which in fortunate cases is explicit).
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The standard approach to investigate such a modular structure is by expansion of
the solution of the full problem in powers of the (small) ratio of the scales. But this
asymptotic analysis may not be applicable in a straightforward way when the description
changes from small scale level to large scale level (from a free boundary to density func-
tion, say). Moreover, this asymptotic analysis becomes questionable when the solution
on a large scale level develops singularities, since it relies on smoothness.

Modern mathematical techniques, mainly developed in variational theory, may help
to investigate the modular structure induced by a separation of scales with more rigor
than traditional asymptotic analysis. I would like to present a couple of such cases, like
thin film micromagnets, Ostwald ripening or the lubrication approximation.

Invited lectures

Branched microstructures: scaling and self-similarity
Sergio Conti
Mazx-Planck-Institute for Mathematics in the Sciences, Leipzig
email: Sergio.Conti@mis.mpg.de
We address some properties of a scalar 2D model which has been proposed to describe
microstructure in martensitic phase transformations, consisting in minimizing the bulk

energy o
Blu)= [ "2+ eluy,

where |u,| = 1 a.e. and u(0,-) = 0. Kohn and Miiller[1] proved the existence of the
minimizers for € > 0, and obtained bounds on the total energy which suggested self-
similarity of the minimizer. Building upon their work, we derive a local upper bound on
the energy and on the minimizer itself, and show that the minimizer u is asymptotically
self-similar, in the sense that the sequence

i (,y) = 021500, 0%/
(0 < 6 < 1) has a strongly converging subsequence in W12,

References
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Hypersurfaces with mean curvature given by a trace
Reiner Schatzle
Mathematisches Institut der Albert-Ludwigs- Universitit Freiburg, Eckerstrafle 1,
D-79104 Freiburg, Germany,
email: schaetz@mathematik.uni-freiburg.de

We consider smooth, oriented n—hypersurfaces ¥; = 0F; with interior E; whose
mean curvature is given by the trace of a function in the ambient space u; € WP(IR**1)

ﬁzj = Uy VEj on Zj, (1)
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where v, denotes the inner normal of X; . We investigate (1) when X; — ¥ weakly
as varifolds and prove that > is an integral n—varifold with bounded first variation
which still satisfies (1) for u; — u, E; = E . p has to satisfy

1
p>§(n+1)

and p > % if n = 1. The difficulty is that in the limit several layers can meet at X
which creates cancellations of the mean curvature.
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A mathematical formulation of rate independent phase transformations
using an extremum principle
Florian Theil
Mazx-Planck Institute for Mathematics in the Sciences, Leipzig
email: ftheil@mis.mpg.de

A mathematical model for the study of the rate independent mesoscopic behavior of
shape memory alloys is presented. The model meets two basic requirements:

1. Nontrivial hysteresis loops occur, i.e. history dependence is reflected,
2. threedimensional microstructures are taken into account.

An abstract framework for rate independent processes in the spirit of the first require-
ment is presented. Ingrediences are a state space P C X where X is a Banach space, a
time dependent potential I : [0,7] x P — IR> and a dissipation functional A : X — IR>,
which is convex and homogeneous of degree 1. Functions ¢ : [0,7] — P are denoted as
admissible process if for every ¢ € [0,7], a € P the stability inequality

Aa—c(t)) + I(t,a) — I(t,c(t)) >0
is satisfied and the energy inequality
1(0,¢(0)) — I(T,¢(T)) — /OT{A(é) — Ol (t,c(t))}dt >0

holds. Qualitative properties, existence and uniqueness of admissible processes are dis-
cussed in simple cases.
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In a second step energies describing materials which can undergo phase transforma-
tions are relaxed in such a way that they fit into the previously developed framework.
Due to the generality of the formulation the existence of admissible processes can be
expected in simple cases.

Continuum Limits of Step Flow Models
E Weinan
Courant Institute
email: weinan@cims.nyu.edu

Aaron N.K. Yip
Unwversity of Wisconsin
email: yip@math.wisc.edu

We will present various continuum limits in the regime of partial differential equa-
tions (PDEs) that arise from the Burton-Cabrera-Frank type step flow models [1]. The
motivation and goal is to provide a mathematical model for epitaxial thin film growth
and to understand the bridging of various length scales in surface growth phenomena.
We concentrate on 141 dimensions.

The hierarchy of models we consider can take into the account of the diffusion of
terrace adatom, attachment and detachment, edge adatom density, bulk diffusion and
multiple species. The PDEs take the form of a coupled diffusion equation for the adatom
density and a Hamilton-Jacobi equation for the thin film height profile. Nucleation phe-
nomena is introduced at the top terraces by imposing appropriate boundary conditions
for the PDEs.

The equations provide a description of the thin film growth in the mesoscopic scale
but they can be potentially linked to the more macroscopic motions laws.

References
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Contributed talks

Numerical approach to the inverse homogenization problem
Cristian Barbarosie
CMAF, FCUL
email: barbaros@lmc.fc.ul.pt

Homogenization theory is a tool for describing effective properties of fine mixtures of
materials. It is extensively used in the study of composite materials, in topology opti-
mization and in structural design. We deal with the problem of finding composites with
extremal elastic properties, that is, given two materials, finding an optimal way to mix
them, in order for the composite to satisfy certain requirements, like maximum bulk
modulus or extreme Poisson ratio. This is called “inverse homogenization problem”,
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and has been treated in several papers; see [3], [4], [5]. In order to solve this prob-
lem, attention is restricted to periodic mixtures only, and then one looks for an optimal
arrangement of the two materials in the periodicity cell.

In the existing literature a “black and white squares” approach is used, that is, the cell
is divided in squares, a number is associated to each square, zero for one material, one for
the other material. Then those numbers are allowed to take any value in [0, 1] by using
an artificial interpolation law between the two materials; after applying the optimization
procedure a penalty method is applied to get rid of the intermediate densities. Then
one has to find a way to eliminate the ”checkerboard effect”.

Our approach is different; it generalizes to the elastic framework the methods de-
scribed in [1] and [2]. We use classical shape optimization techniques in the periodicity
cell, employing a variable mesh. We simply move the boundary between the zones filled
with the two materials in such a way to optimize the elastic properties of the composite.
Consequently, we have no need to use an artificial interpolation law between the two
base materials, or to penalize the intermediate densities, neither we have to deal with
the checkerboard effect.

Our method has the disadvantage that one has to decide from the beginning the
number of inclusions to be optimized. The algorithm cannot create any new inclusion
or destroy an existing one.

Several numerical examples are presented.
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Quasiconvexity Conditions and Stability of Classes of Lipschitz Mappings
Alexandre A. Egorov
Sobolev Institute of Mathematics
email: yegorov@math.nsc.ru

Let E}* be the space of symmetric k-linear maps from IRY into IR™. For a Borel
function f: E}* — R let

f%v) = {/f(v + DFw(z) dz : w € C®°(RY R™), w(y + 2) = w(y), y € RY, 2 €¢ Z™}
[0,1]¥
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denote the quasiconvexr envelop of f at v € Ef* [1]. Here D¥w(x) stands for the differ-
ential of order k of a mapping w at z € RY. A set K C E7" is called quasiconvez if
K ={v e E": dist”(v, K) = 0}.
Let K be a compact set in EJ*. We consider the class of all continuous W, *-solutions
u: U — R™ of the relation
DFy € K ae. in U, (1)

where U is a domain (open connected set) in IRY. For a quasiconvex compact set K
this class is stable in the C*~'-norm in the following sense.

Theorem. Let K be a quasiconver compact set in E;*. There exists a function
a = ag : [0,+00) x (0,1) — [0,400) such that (1) lim._o (e, p) = a(0,p) = 0 if
0<p<l1;(u)ifV isa domain in RY and v : V — R™ is a continuous mapping of
the class W™ with ||dist(v(-), K)|| vy < 00, then for every bounded domain U with
diamy,,,U < oo whose neighborhood {x € RN, dist(z,U) < %diam U} lies in V' there

1S a continuous I/I/}’Z’Coo—solution u:U — IR™ of (1) satisfying the inequality
k . i i . .
ijl(dlaman)J "ID7 (v — u)||lcwy < a(||dist(v(-), K)||r=qy, p) diam U.

By diam;,,,U we denote the diameter of a domain U calculated in its intrinsic metric.

One application of the theorem is the study of w-stability in the C'-norm for classes
of Lipschitz mappings. The concept of w-stability was proposed by A. P. Kopylov [2]
as a generalization of the stability property of the class Iy of isometric mappings u :
U C IR" — R". The stability of Iy in this context was proved by F. John [3]. Note
that in [3] the class Iy was studied in connection with an analysis of linearizations of
elasticity problems.

The research was supported by the INTAS grant 97-10170 and by the RFBR grant
99-01-0051.
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Spectral problems in a periodic thick multi-structure with concentrated
masses
Taras Mel'nyk
Stuttgart University
email: melnykOmathematik.uni-stuttgart.de

Convergence theorems and asymptotic estimates (as ¢ — 0 ) are proved for eigenval-
ues and eigenfunctions of the main boundary-value problems for the Laplace operator
in a plane thick periodic junction 2. with concentrated masses on thin channels. This
junction consists of the junction’s body

Q={zcR:0<z <a, 0<xzy<y(x)},
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and a large number N of the thin channels
G'={r€eR*: |z, —e(j+1/2)| < eh/2, vy € (-1,0]}, j=0,1,...,N—1.

Here v € C*([0,qa]), 0 < v = ming, ¢jo,a Y(x1); h is a fixed number from the interval
(0,1); N is a large positive integer, therefore, £ = a/N is a small discrete parameter
which characterizes the difference between the thin channels and their thickness.

The density p. of the junction is order O(¢~%), a > 0, on the thin channels (the
concentrated masses if « > 0), and O(1) outside of them. Spectral problems with
different boundary conditions (Dirichlet, Neumann) on the boundary Y. of the thin
channels are considered. So, for the spectral problem

Ay ule,z) = Me) p(z)ule,z), x €,
0, r € 00, N{x:xy >0}, (1)
u(e,z) = 0, reY, =00 N{z:xy <0},

S
£
o
>
I

with the Dirichlet conditions on T., there are three qualitatively different cases in the
asymptotic behavior of the eigenvalues and the eigenfunctions of problem (1): 0 < o < 2,
a=2,a>2.

In the first case, the energy of the free vibrations is concentrated in the junction’s
body, and the eigenvalues of problem (1) have the following asymptotics

A(e) =pn +0(e) as e —0,

where p, is an eigenvalue of some mixed boundary-value problem for the Laplace oper-
ator in the junction’s body (2.

In the second case, the energy is concentrated both in the junction’s body and in
the thin channels. The eigenvalues tend to the corresponding eigenvalues of some dis-
continuous self-adjoint operator-function. Furthermore, they are split into a countable
family of series, the limits of the eigenvalues from each series belong to a finite interval
and these intervals are mutually disjoint.

In the third case, the energy of the free vibrations is concentrated in the thin channels;
all the eigenvalues tend to zero, and have the asymptotics

M(e) =% 2Ny + %8, + O(e*t!) as e — 0.

Existence and relaxation results in the class of anti-plane shear
deformations
Mikhail Sytchev
Mazx-Planck Institute for Mathematics in the Sciences, Leipzig

In this talk we discuss existence and relaxation results for the problem
J(u) = / L(z,u(x), Du(x))dr — rnin,uLm =f (1)
Q

in the class of Sobolev functions « : 2 — R.
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Standard assumptions in Nonlinear Elasticity lead to the requirement
L > a|Dulf +v,a > 0,p > n. (2)

It turns out that under this requirement the relaxation result holds [1].

Theorem Assume that L : 2 x R x R" — R U {00} satisfies the requirement (2)
and assume that it is bounded in a neighborhood of each point (x,u,v) € Q@ x R x R,
where it takes finite value.

Then for each function wy € WHP(Q) with J(ug) < oo, where J is the integral
functional with the integrand obtained by convexification of L with respect to Du, there
exists a sequence uy such that uy converges weakly in WP to ug, u;jm = uo‘m, and
J(ug) = J(ug).

This theorem shows that to establish existence in (1) one still has to follow the
standard scheme to find a solution of the relaxed problem along which the values of the
original and the relaxed integrands coincide.

In the homogeneous case L = L(Du) it is easy to show that the requirement for
each v € R" either OL(v) # O or there exist vy,...,v, € R™ such that v belongs to
the interior of the convex hull of {vy,...,v,} and N_;0L(v;) # 0 is both necessary and
sufficient for all boundary value problems (1) to have a solution, see [2].
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Constrained Young measures
Anca-Maria Toader
C.M A . F. and F. C. U. L.
email: amtan@lmc.fc.ul.pt

Several problems envolving non linear effects induced by homogenization have been
studied since the importance of the subject was pointed out by L. Tartar. At the same
time he introduced new appropriated methods crucial for the future development on the
subject, like mixing the “old” tool of Young measures with the new tool of compensated
compactness (see [4]) or like developping the new tool of H-measures (see [5]).

We inscribe our contribution in the effort to describe such nonlinear effects by an-
swering the following simplified question proposed in [6]:

Given two sequences, u, on w; X we and v, on wy such that the constrain v, =
ﬁ Jo, un(2,y)dx holds, what relationship do we have between their associated Young
measures? Is the condition sufficient?

Under appropriate hypotheses our main result gives necessary and sufficient con-
ditions for the above problem. Namely, we prove that the following statements are
equivalent:

1) v and p are probability measures on [« 3] such that p < v;
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2) there exists a sequence (u,), u, : w; X wy — |a, f] which gives rise to Young
measure v ® dr ® dy and the sequence (v,) defined by v, (y) := ﬁ Joo, tn (2, y)dx gives
rise to Young measure u ® dy.

The order relation < on the set of probability measures on |«, ], is a version of
that introduced by G. H. Hardy, J. E. Littlewood and G. E. Pélya in [1] and is defined
by: p < v if and only if [ é(2)du(z) < [P ¢(2)dv(z), for all continuous and convex
functions ¢.

The characterizations of the order relation < in terms of doubly stochastic operators
and rearrangements (J. V. Ryff [2] and [3]) are employed.
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Posters

Time Dependent Young Measure Solutions
for an Elasticity Equation with Diffusion
Marc Oliver Rieger
MPI for Mathematics in the Sciences, Leipzig
email: rieger@mis.mpg.de

A system of a nonconvex elasticity equation possibly coupled with a nonconvex dif-
fusion equation is studied. The aim of this system is to describe crystals consisting of
different chemical ingredients which can produce microstructures.

In particular we consider the initial boundary value problem:

uy(z,t) — div S(Vu(z,t), c(z,t)) = 0,
ci(x,t) — div K(Ve(x, t),u(x,t)) = 0,

where x € 2 C IR" and ¢ > 0, u denotes the displacement vector, ¢ denotes the chemical
concentrations and S and K are the nonlinear material functions.

In the variational case we can prove — assuming a growth condition and certain regular-
ities for S and K — an existence theorem for the class of time dependent Young measure
solutions.
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This existence theorem extends a result of Demoulini [1] for the nonconvex wave equa-
tion. Its proof uses time discretization and relaxation methods. An inportant ingredient
is the fact that the quasiconvexification of a C!-function is in C! as recently shown by
Ball, Kirchheim and Kristensen [2].

Further properties of the Young measure solutions were studied.
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2.9 Nonlinear Functional Analysis

Organizers : Hansjorg Kielhofer, Jean L. Mawhin

Key note lecture

Applications of critical point theory to variational problems on R"
Antonio Ambrosetti
S.1.§.5.A. Trieste, Italy

email: ambr@sissa.it

In this talk we will discuss some recent advances in critical point theory and their
applications to elliptic problems on IR".

The abstract set up deals with the existence of critical points of C? functionals of
the type

fe(u) = fo(u) + €G(u),  uvekE (1)

where F is a Hilbert space and fy possesses a finite dimensional, possibly non compact
manifold Z of critical points. Suppose that Z is non degenerate (in the sense that
KerD?fy(z) = T,Z for all z € Z) and let I denote the functional G constrained on
Z. Then near any topologically stable critical point of [' there exists a critical point of
fe, provided e is small enough. See [1] for the case that Z is compact and [2, 3] for the
general case.

The preceding abstract setting provides a unified frame for a broad variety of prob-
lems, variational in nature. A typical example is the existence of homoclinics and chaos
in dynamical systems, see [2,4]. Other applications include: (i) the existence of semi-
classical states for nonlinear Schrodinger equations with potential, see [5]; and (i7) the
problem of finding a conformal metric with a prescribed scalar curvature, see [6, 7].
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Invited lectures

New Existence Theorems in Nonlinear Elastostatics
Timothy Healey
Cornell University
email: tjh10Q@cornell.edu

Nonlinear elasticity deals with the deformation of solid bodies under the influence of
external loadings. As such it forms one of the pillars of classical continuum physics -
dating back to Cauchy. In spite of its age, properly formulated elasticity theory produces
formidable nonlinear problems, the resolution of which is in many cases beyond the
reach of present-day mathematical analysis. In particular, there are no general existence
results in nonlinear elastostatics. In this talk we discuss the mathematical difficulties,
which are a direct consequence of restrictions dictated by the physical phenomenon.
Next we present some recent results of the speaker yielding global branches of classical
solutions based upon a novel Leray-Schauder approach. Lastly we compare/contrast
our results with the famous minimum-energy results of Ball.

Pattern Formation of the Stationary Cahn-Hilliard Model
Hansjorg Kielhofer
Universitit Augsburg
email: Kielhoefer@Math.Uni-Augsburg.DE

We investigate critical points of the free energy E.(u) of the Cahn-Hilliard model
over the unit square under the constraint of a mean value m. We show that for any
fixed value m in the so-called spinodal region and to any mode of D,E.(m) there are
critical points of E.(u) having the characteristic symmetries and monotonicities of that
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mode provided ¢ > 0 is small enough. As ¢ tends to zero these critical points have
singular limits where the symmetries and monotonicities are preserved. Therefore they
form characteristic patterns for each mode.

It is remarkable that all singular limits are global minimizers of Ejy(u) which is not
obvious since minimizing properties of the critical points of E.(u) are not known.

Our method consists of a global bifurcation analysis of critical points of the energy
E.(u) where the bifurcation parameter is the mean value m. This new analytic approach
suggests a path following device to obtain the critical points (near global minimizers)
numerically.

Smooth Curves of Variational Solutions
Stanislaus Maier-Paape
Georgia Tech & Universitit Augsburg
email: smaier@math.gatech.edu

We consider positive solutions of the homogeneous Laplace equation —Au + A\u = u?
with Neumann boundary conditions and ¢ subcritical. There are several families of
symmetric multi-peaked solutions known, whose existence was shown by minimizing an
energy functional subject to several side conditions (cf. e.g. [1]; the symmetries were
discussed in [2]). In this talk we derive that these solutions in fact lie on smooth curves.
We have to combine symmetry arguments, variational technics, and bifurcation theory.

Coauthor: Zhi-Qiang Wang
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Some results on the forced pendulum equation
Rafael Ortega
Unwversidad de Granada
email: rortega@goliat.ugr.es

I present two results on the periodic problem for the forced pendulum equation [2],
[3]. Both are inspired by an interesting example first analyzed in [1].
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Contributed talks

Multipoint Boundary Value Problems
Abdelkader Boucherif
University of Tlemcen, Algeria
email: bel@ist.cerist.dz

Consider the following multipoint boundary value problem for a second order ordinary
differential equations

y'(z) = f(z,y

y(@),y'(x) +e(r) 2z e]0,1]
az(0) "0
1

i

+ ba'( (1)
cx (1) + da'(

)
) = 2 (&) + X2 B (1)

where f : [0,1] x R*> — R is a Caratheodory function, e € L' ([0,1]). Given &, 7; €
(0,1), a4, B; € R, all of the a; ,respectively [; have the same sign for i = 1,2, ..., m and
j=1,..,nwith0< & < ... <&, <1,0< 1< ..<T, <1,a,bcd, are real and
ad — be # 0.

Our objective is to prove the existence of solutions of problem (1) under suitable
conditions on the nonlinearity f.

Multiple solutions of a quasilinear elliptic boundary value problems
Sidi Mohammed Bouguima
Unwversity of Tlemcen, Algeria
email: bel@ist.cerist.dz

In this talk, we give a description of the set of solutions for the following problem:

— (P ) =l e Al e e 0,1
u(0)=u(1)=0

where p > 1,0 < <1< a, and A is a real parameter.

Theoretical and numerical study of multi-phase flows through order
parameter formulation
Franck Boyer
MAB, Université Bordeaux 1
email: fboyer@math.u-bordeaux.fr

In this work, we study a mathematical model for multiphase flows. It was proposed
for example in [2] in order to study the evolution of an alloy of two incompressible fluids
in a channel under shear. It deals with a coupling of the Cahn-Hilliard equations (1)-(2)
and the incompressible Navier-Stokes equations (3)-(4)

B
a—f 0.V — div(B(p) Vi) = 0, (1)

p=—alp+ F'(p), (2)
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% 2 div(n()D(v)) + (0.V)0 + Vp = pVo, (3)

div(v) =0, (4)

where B(p) is a mobility coefficient, 1(¢) the viscosity of the alloy, and p stands for
a chemical potential in which F'is the bulk free energy of the alloy.

This system is provided with Neumann boundary conditions for ¢ and p, and by
Dirichlet and/or periodicity conditions for the velocity. The Gibbs free energy F is
caracterised by its double-well structure reprensenting the two phases of the alloy [3].

In a first part, we deal with theoretical properties of this system in the case of a
channel under shear [1]. Under quite general assumptions on F', we prove the existence
of global weak solutions even if the mobility is allowed to degenerate. Then, if the
mobility does not degenerate, we show the existence and uniqueness of strong solutions
which are global in 2D and local in 3D.

Then we prove a result of asymptotic stability in both dimensions 2 or 3 for the
uniform alloy of composition ¢ = w, if w lies in a metastable region of F' [3]. More
precisely we establish that if the initial condition is close enough from the equilibrium
¢ = w, and if the initial velocity is small enough, then there exists a unique global
strong solution which converges to the stationary solution when ¢ goes to infinity.

In a second part, we investigate the numerical approximation by finite differences of
this model in 2D. In particular we show that even if the convective term is predominant
in (1), the presence of the Cahn-Hilliard term limits the effects of the numerical diffusion
of classical upwind schemes.
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On problems with nonlinear functional boundary conditions
S.A. Brykalov
Inst. of Math. and Mech., Ural Branch of Russian Acad. Sci.
email: brykalov@imm.uran.ru

Boundary value problems for ordinary differential equations and functional differential
equations are considered. The boundary conditions are described by nonlinear func-
tionals. Sufficient criteria for the solvability are obtained. These criteria are applicable
to essentially nonlinear systems. The case of boundary conditions given by nonlinear
monotone mappings is studied. The topological structure (including arcwise connect-
edness) of the solution set is investigated. Boundary value problems with nonlinear
boundary conditions arise, in particular, in the theory of control and differential games.

This research was partially financed by Russian Foundation for Basic Research under
grant 97-01-00160.
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Lower and upper solutions in the theory of ¢¢ — Laplacian problems
Alberto Cabada
Departamento de Andlise Matemdtica, Facultade de Matemdticas, Universidade de
Santiago de Compostela, Santiago de Compostela, Spain
email: cabada@zmat.usc.es

Patrick Habets
Institut de Mathématique Pure et Appliquée, Chemin du Cyclotron, 2 B-1348,
Louvain-la-Neuve, Belgium
email: habets@anma.ucl.ac.be

Rodrigo L. Pouso
Departamento de Andlise Matemdtica, Facultade de Matemdticas, Universidade de
Santiago de Compostela, Santiago de Compostela, Spain
email: rodrigo@zmat.usc.es

In [2], the existence of solutions of the problem

—(@(u'(1)))" = f(t, u(t),'(t), u(a) = u(b), u'(a) = u'(b) (1)

in the sector [a, 3] is proved. Here a and (3 are respectively a lower and an upper
solution of problem (1), ¢ is an increasing homeomorphism from IR onto IR and f is a
Carathéodory function which satisfies some Nagumo type conditions.

It is well known that, even if ¢ is the identity, existence of lower and upper solutions
in the reversed order, i.e. @ > (3, in general does not imply the existence of solutions of
problem (1). If ¢ = id optimal conditions on f(¢,u,u') = f(t,u), which guarantee the
existence of solutions of problem (1) in [, @], are known [1].

In this work, we study problem (1) with f(t,u,u’) = f(t,u) and ¢! a locally Lip-
schitz function. Existence of extremal solutions in [, @] via the monotone method is
obtained. Such results are based on anti-maximum comparison principles for the op-
erator —(¢(u'))" — Mu (M > 0), which are stronger than the classical anti-maximum
principle since we need to compare two solutions of the problem

—(0W))'(t) = Mu(t) = o(t), u(a) =u(b), u'(a) =u'(b).

These comparison results are derived from those obtained in [3] for the Neumann
problem. Our results are optimal in the sense that if ¢ is the identity we obtain the best
possible estimate on M given in [1]. Furthermore, we indicate functions ¢~" which are
not locally Lipschitzian and f so that there exist a lower solution «, an upper solution
# < « and there exists no solution lying between § and «.
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On the ensemble of resonance of a fourth order equation.
Juan Campos
Unwversidad de Granada
email: jcampos@goliat.ugr.es

In this talk we will try to give an answer to a question that appears in the book of
Fucik [1]. The problem is to give a description of the set A; of all pairs (a, b) such that
the system

{ u® = aut — bu~
u(0) = u(m) = u"(0) = u"(7) = 0,

has a non-trivial solution. Here u™ = max{u, —u} and v = u* — w~. This problem
appears when one looks for a priori bounds in a problem

where f grows linearly.

In this talk we describe the set A; as a countable set of analytic curves. We shall also
analyze their intersections and the asymptotic behavior. This situation resembles the
case of second order in which analytic curves go through the eigenvalues of the operator.
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Remarks on a periodic boundary value problem for second order impulsive
integro-differential equations
Daniel Franco
Dpto. de Matematica Aplicada. Univ. Nacional de Educacion a Distancia
email: dfranco@ind.uned.es

Juan J. Nieto
Dpto. de Andlisis Matemdtico. Univ. de Santiago de Compostela
email: amnieto@Qusc.es

Consider the following second order integro-differential equation with impulses at fixed
moments

—u"(t) = f(t,u(t), [Kul(t)), te€ J\{ti,ta,...,tp},
Aul=yy, = I (v (tr)), k=1,2,...,p, (1)
AU |y, = I (u(ty)), k=1,2,...,p,
where J = [0,27], 0 =ty <t} <ty < -+ < t, < tpy1 =27, f1J x RXx IR = R,
I, I R = R, Ay, = u(t)) —u(ty), Au'|i=y, = o'(tf) —u/(¢;) and K is the integral
operator defined by [Ku](t) = [ a(t, s)u(s)ds, a € C[J x J;R].
Note that this equation has the peculiarity that the impulses are in some sense
crossed, since Aul;—;, depends on u'(t;) and Au'|,—;, depends on u(ty). Equation (1)
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has been considered in several papers with different boundary conditions. Here we shall
study the periodic problem, i.e.,

u(0) = u(T), u'(0)=u'(T). (2)

In [2] problem (1)-(2) is studied without impulses in u and with linear impulses in
u' (ie. I, =0, I(x) = cp). In [1] it is considered with linear impulses at u and u’
(i.e. I = cxx, Ix(x) = ¢xx). Both papers are presented in the more general scheme of
Banach spaces.

By establishing certain existence and comparison results, and using the monotone
iterative technique, we shall obtain a criteria on the existence of minimal and maximal
solutions for (1)-(2).

In the scalar case we improve and simplify results in [1] and [2]. Besides, it is easy
to generalize our results for integro-differential equations in Banach spaces.

References

[1] Guo D. Periodic boundary value problems for second order impulsive integro-
differential equations in Banach spaces. Nonlinear Anal., 28 (6): 983-997, (1997).

2] Liu X. y Guo D. Periodic boundary value problems for a class of second-order
impulsive integro-differential equations in Banach spaces. J. Math. Anal. Appl.,
216: 284-302, (1997).

The sweeping processes without convexity
Vladimir V. Goncharov

S.1.5.5.A., via Beirut 2-4, 34013 Trieste, ITALY
email: goncha@sissa.it

The sweeping process introduced by Moreau in the Seventies describes the behaviour
of a moving point that is constrained both to belong in each time moment ¢ to some
closed set K(t), and to have a velocity “normal” to the boundary of this set. Due
to mechanical applications (such as friction and resistence) this moving point may be
treated as the velocity of a particle as well. The case of convex set K (¢) was detaily in-
vestigated by J.J.Moreau, C.Castaing, M.Valadier, M.D.P.Monteiro Marques and other
researchers. Some results were also obtained if K(¢) is the complement of an open
convex set by a suitable way depending on ¢.

We propose a new approach to study the sweeping processes associated with not
necessarily convex sets. Passing to the mathematical formulation, we have to find a
solution of the problem

—i(t) € Ngg(a(t)
z(0) = zo € K(0) (1)
z(t) € K(t) W

where N (z) means the Clarke normal cone to K at the point € K, and the mapping
t — K(t) is supposed to be Lipschitzean. Notice that in the nonconvex case statement
of the problem depends essentially on the meaning of normal vectors. Moreover, as
shown by an example, the problem (1) in general can have no solutions if we consider
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the Bouligand normal cone in the place of the Clarke one. We present two existence
results for solutions of (1) in a Hilbert space. One of them requires local compactness of
the graph of K (t), while other involves the assumption permitting to control the lack of
convexity of K(t) through some variational inequality. It seems that the last property
known in the literature as @-convexity (see, e.g., [1]) is strictly related with existence
and uniqueness of the projection onto the set. Also we study the variational properties
which naturally generalize p-convexity and their relations with regularity of the closed
sets. Finally, we prove uniqueness and regularity theorems for solutions of (1) under
assumptions that the moving closed set K (t) satisfies some of these properties.
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Polynomial solutions on matrix differential equations of Ricati type
Biljana Jolevska-Tuneska
Faculty of Electical Engineering, Skopje, R. Macedonia
email: biljanaj@cerera.etf.ukim.edu.mk

Petar Lazov
Faculty of Electical Engineering, Skopje, R. Macedonia

By introducing and using the properties of polynomial part of the expansion of a
root of polynomial in scalar case, up to now polynomial solutions of Riccati differential
equations and some wider classes of algebraic differential equations are described - issue
studied in many papers from many various authors.

Matrix equations of Riccati type with A-matrixes as coefficients is solved in this thesis.
A-matrix with the basic properties of previously mentioned polynomial is defined, its
existing is proved in a terms of eigenvalues of the oldest matrix and than the solutions of
the matrix differential equation are described and also the conditions for their existence
are given.

For commutative matrices the results get the same form as in the scalar case.

Boundedness of Volterra Difference Equations
Rigoberto Medina
Departamento de Ciencias Exactas. Universidad de Los Lagos. Casilla 933,
Osorno-Chile
email: rmedina@puyehue.di.ulagos.cl

Volterra difference equations mainly arise in the modeling process of some real phe-
nomena or by applying a numerical method to a Volterra integral equation. Actually
much of their general quantitative and specially their qualitative theory remains to be
developed.

We consider the following system of Volterra difference equations
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n—1
Az(n) = A(n)z(n) + Y K(n,j)z(j) + F(n), z(ng) = o, (1)
J=no
where Az(n) = z(n+1) —z(n); A(n), K(n,j) are m x m matrices for each n,j € N,
and F': N — R™ is a function.
The goal of this article is to give sufficient conditions under which the solutions of
the Volterra difference Equation (1) are bounded. For this purpose, we will establish
that the following linear difference Equation (2) is equivalent to the Equation (1):

Ay(n) = B(n)y(n) + L(n,no)xo + H(n), y(ne) = o, (2)
where
B(n) = A(n) — L(n,n), H(n) = F(n) + "z—: L(n,j+1)F(j) (3)

and L is an m X m matrix.
Moreover, weighted norms are used to find sufficient conditions under which Equation
(1) has bounded solutions.

A multiplicity result for a floating beam equation
Anna Maria Micheletti
Dipartimenti di Matematica Applicata, Pisa
email: a.micheletti@dma.unipi.it

We consider a strongly indefinite functional whose critical points are the weak solu-
tions of a beam equation of the type

Ut (T, 1) + U (T, 1) + b[u(z,t)]T =c  in[0,a] x R

0 = e (0,t) = Upy(a, t) = Uz (0, 1) = Ugpr(a,t)  forall t eR
u(z,t) = u(z,t+2mr) forall z € [0,a], t €ER
u(z,t) =u(z,—t) forallz €0,a], t ER
u(z,t) =ula—z,t) forallz € [0,a], t €ER

where b and c¢ are positive constants and [u]” = max(0,u). This kind of equation,
modelling a floating beam, has been studied by Lazer and Mc Kenna by means of a
finite dimensional reduction. They prove the existence of two nontrivial solutions when
b belongs to a certain interval.

We get the existence of two nontrivial solutions for b > —A7, and the existence of four
nontrivial solutions for b > —Ay (with £ > 2) and b close to Ay. Here we denote by A;
the sequence of the negative eigenvalues of the operator Lu = uy + Ugpres-

In the proof we describe the geometry of a suitable associated functional and use a limit
category argument.

This is a joint work with Claudio Saccon.
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Lower and Upper Solutions Method for Third Order Nonlinear Periodic
Problem
Feliz Manuel Minhés
Departamento de Matemdtica. Universidade de Evora. 7000 Evora PORTUGAL
email: fminhos@dmat .uevora.pt

We study in this work an existence result for the nonlinear third order periodic
boundary value problem =" = f(t,z, 2, 2") using topological degree and the method of
lower and upper solutions for continuous functions. With our technique we can bound
the solution and its derivative.

References

[1] Coster, C. de .La méthode des sur et sous solutions dans I’étude de problemes aux
limites. Université Catolique de Louvain. Faculté des Sciences. Départment de
Mathématique. Février (1994).

[2] Mawhin, J. Topological Degree Methods in Nonlinear Boundary Value Problems.
AMS, Providence, Rhode Island. (1979)

(3] Rachunkova, I. Periodic Boundary Value Problems for Third Order Differential
Equations. Math. Slovaca, 41 (3): 241-248, (1991).

[4] Rusnék, J. Constructions of Lower and Upper Solutions for a Nonlinear Boundary
Value Problem of the Third Order and Their Applications. Math. Slovaca,41 (1):
101-110, (1990)

Quasilinear Elliptic Equations in the whole space

[reneo Peral
Departamento de Matematicas, U.A.M. 28049 Madrid (Spain)
email: ireneo.peral@ uam.es

We look for positive (weak) solutions of the following problems:
—Ayu() + au?H(x) = M(2)u? H(z) + g(z)u" H(z), xRV, (Py)

With1<p<oo,1<q<p<r§p*,wherep*:NN—_’;)if1<p<N,p*:oo,ifp2N,
A is a real parameter, a > 0, h and g verify some integrability conditions. When p = 2
the problem corresponds to the classical Laplacian and even in this case the results are
new. We will study three different cases:

We will emphasize the differences of behaviour with the case of the Dirichlet problem
in a bounded domain.

We would like to point out that for p = 2 and the critical case the problem is related
to some scalar curvature problems in IRY.
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Setting of the dual problems in mathematical physics
Boris E. Pobedria
Mechanical and Mathematical Faculty, Moscow State University
email: pobedria@mech.math.msu.su

A solution of boundary value problem of mathematical physics is used at calculation
of physical fields. These problems are a differential corollary of conservation laws of
some physical magnitudes (u — basic variable). For magnitude v in domain V' C R?
the functional equation is given:

L(u) = f (1)
Let the "natural” boundary conditions are given on a surface bounding the domain
pn=¢ (2)
where ”"fluxes” p of magnitude u are introduced with the help of operator M
p = M(u) (3)
Thus
Div M =1L (4)

There is a dual setting of problem (1), (2). It consists of solution of the equations

Divp = f (5)

being a corollary of relations (1), (4). Besides the "equations of a compatibility” are
introduced:

P(p) =0 (6)

being the solvability conditions of the equation (3).

Variational principles are connected, as a rule, with each of the dual problems (1),
(2) and (5), (6), (2). The simultaneous application of these variational principles allows
energetically estimating a solution of the problem from above and from below.

We offer new setting of the dual problem which in most cases essentially simplifies re-
alization of applied calculations of physical fields. It consists of solution of the functional
equations

P(p)+ A{Divp—f}=0
with boundary conditions
P,=¢; Dwp—f=0

The new variational principle is offered. The effective methods of a numerical realization
of the problem in new setting are indicated. Special examples are included. The possible
generalizations are considered.
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Upper and lower solutions for first order discontinuous BVPs
Rodrigo L. Pouso
Depto. de Andlise Matemdtica, Univ. de Santiago de Compostela
email: rodrigo@zmat.usc.es

Existence of Carathéodory — type solutions for the problem
(P)  a'(t) = f(t,z(t)) for a.e. t € [0,T], B(x(0),z) =0,

where f and B are not necessarily continuous functions, is studied in the frame of upper
and lower solutions.

Condition B(z(0),x) = 0 is defined as an extension of the periodic boundary condi-
tions (z(0) = z(T")) which involves the behavior of the solution along the whole interval
[0,T]. For instance, under the previous formulation we will be able to consider functional
conditions such as

z(0) = /OTx(s)ds or x(0) = maxyep,mz(t).

Existence of solutions for problem (P) is studied in [1], with absolutely continuous
upper and lower solutions. We shall see that the regularity of these functions can be
relaxed to obtain finer results in practical situations: we shall define the concepts of
upper and lower solutions in the space of functions of bounded variation, covering the
useful case of piecewise absolutely continuous upper and lower solutions (see [2, 3]).

In [1] the following assumptions on f are required: f(¢,x) = q(z)g(t,z) where ¢ :
IR — (0, 00) needs not be a continuous function, and g is a Carathéodory function (in
particular, continuous with respect to its second variable). We shall see how to prove
an existence result for (P) assuming no continuity hypothesis over g: essentially, this is
done replacing the Carathéodory conditions by the ones introduced in [4].

Finally, we consider the situation in which the upper and the lower solution are given
with no ordering. To prove a proper existence and localization result in this case we
have to couple the basic ideas presented in [5] with adequate new arguments (suitable
to deal with upper and lower solutions of bounded variation).
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Equivalence of two definitions of index of periodic solutions of an evolution
equation of second order
Aureliano M. Robles-Pérez
Universidad de Granada
email: arobles@goliat.ugr.es

We consider the evolution equation
i+ ct+ lu = f(t,u)

where 7 is a coercive self-adjoint operator with dense domain in a Hilbert space H and
f is periodic in time.

If u is a periodic solution in t of such equation, we can define the index of u in two
ways: either as the fixed point of the Poincaré map or in terms of a standard functional
setting for periodic problems.

We prove the equivalence of both definitions. In the proof we follow the ideas of
Krasnoselskii and Zabreiko.

This is joint work with R. Ortega.
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The Fucik spectrum of general Sturm-Liouville problems
Bryan Rynne
Heriot-Watt University, Edinburgh EH1/ 4AS, Scotland
email: bryan@ma.hw.ac.uk

We consider the general Sturm-Liouville boundary value problem

—(pu')' + qu = cqu™ — pu~, in (0,7),
agu(0) + bou'(0) =0, aju(m) + b/ (7) =0,

where u* = max{=+u,0}. The set of points (a, 3) € IR? for which this problem has a non-
trivial solution is called the Fucik spectrum. When p = 1, ¢ = 0, and either Dirichlet
or periodic boundary conditions are imposed, the Fucik spectrum is known explicitly,
and consists of a countable collection of curves, with certain geometric properties. In
this talk we show that similar properties hold for the general problem above, and also
for a further generalization of the Fucik spectrum. We also discuss some spectral type
properties of a positively homogeneous, ‘half-linear’ problem, and use these results to
consider the solvability of a nonlinear problem with jumping nonlinearities.

Bounded solutions for nonlinear elliptic equations in unbounded domain
Robert Stanczy
Faculty of Mathematics, University of LodZ, Banacha 22, 90-238 LodZ, Poland
email: stanczr@imul .math.uni.lodz.pl
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We prove the existence of a bounded, radial solution in unbounded domain of the
nonlinear elliptic problem

Au = f(l|lz||,u) for |lz]| >1, z € R n=>3 (1)
u(z) =0 for |z||=1

under some asymptotic and sign condition on f.

Under stronger assumptions it is proved that this solution must be of constant sign.

The problem is at resonance, since the function u(x) = 1 — ||z||*™™ is a solution
for coresponding homogeneous BVP (with zero right-hand side of (1)). The theory of
coincidence degree developed in [1], [2] does not apply here, because the differential
operator (with the boundary condition taken into account) is not Fredholm.

To prove the existence of solution of (1) we use perturbation method together with
some fixed point theorem in the space of bounded and continuous functions.

A good survey of known results on the existence of positive solutions of (1) is in [3].
However, only solutions convergent to zero at infinity are considered therein.
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Adjoint Operators to Nonlinear Operators
Vladilen A. Trenogin
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prosp.4, 117936, Moscow, Russia
email: vladilen@trenogin.misa.ac.ru

If on a nonvoid set the nonnegative identical symmetric function is given then this
set is called weakly metric space. An operator which maps one weakly metric space
to another weakly metric space is considered. In this situation the concepts of adjoint
spaces and adjoint operator are introduced. Different properties of adjoint operators
are establshed. The role of adjoint operator concept for nonlinear equation solvability
is explained. More explicitly the Lipshitz operators and its adjoint operators in Banach
spaces are investigated.
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2.10 Variational Methods

Organizer : Mariano Giaquinta

Key note lecture

Minimal geodesics on groups of volume-preserving maps and generalized
solutions of the Euler equations
Yann Brenier
U. Paris 6 and IUF

email: brenier@ann. jussieu.fr

The three-dimensional motion of an incompressible inviscid fluid is classically de-
scribed by the Euler equations, but can also be seen, following Arnold, as a geodesic on
a group of volume-preserving maps. Local existence and uniqueness of minimal geodesics
have been established by Ebin and Marsden. In the large, for a large class of data, the
existence of minimal geodesics may fail, as shown by Shnirelman. For such data, we
show that the limits of approximate solutions are solutions of a suitable extension of
the Euler equations or, equivalently, as sharp measure-valued solutions to the Euler
equations in the sense of DiPerna and Majda.

Invited lectures

Existence of equivariant harmonic maps
Andreas Gastel
Heinrich-Heine-Universitat Dusseldorf
email: gastel@cs.uni-duesseldorf.de

One way to obtain harmonic maps between Euclidean spheres in nontrivial homotopy
classes is to reduce the effective dimension of the problem by imposing certain symmetry
conditions. Several situations where this reduction leads to ODE problems have been
discussed (cf. [1] for an overview), beginning with Smith’s paper [3] about harmonic
joins. In this talk, examples are given where the reduced problem is of higher dimension.

We minimize energy in Sobolev spaces of mappings between spheres which are equiv-
ariant with respect to certain torus actions. Doing so, we get weakly harmonic minimiz-
ers. It is now a matter of regularity theory [2] to deduce conditions under which these
minimizers are actually smooth harmonic maps. These conditions imply existence of
harmonic representatives of the nontrivial elements of the following homotopy groups:
Tnt1(S™) 2 Zy (n > 3), mp2(S™) = Zy (n > 5 odd). Moreover, each of these classes
contains infinitely many harmonic maps of arbitrarily high energy.
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Critical points of the area functional by gluing technics
Frank Pacard
Université Paris 12
email: pacardQuniv-parisi2.fr

We prove a ‘gluing theorem’, which states roughly that if two (appropriate) constant
mean curvature surfaces (resp. minimal surfaces) are juxtaposed, so that their tangent
planes are parallel with opposite orientation, and very close to one another, then there
is a new constant mean curvature surface (resp. minimal surface) near this configu-
ration, which is a topological connected sum of the two surfaces. Even though, gluing
constructions for geometric objects are by now well understood and somewhat common-
place (e.g. in the context to CMC and minimal surfaces, the pioneering work was that
of N. Kapouleas and, probably more relevant to the results here, is the recent work of
S.D. Yang, in which geometric connected sums of complete minimal surfaces of finite
total curvature are constructed), our procedure is both easier to understand, gives more
information. What is more, the technics can be easily adapted to other problems (e.g.
existence (and uniqueness) of Ginzburg-Landau vortices, existence of CMC or minimal
hypersurfaces, existence of singular or regular solutions of semilinear elliptic equations,

).

A simple context for our result is when we are given two orientable compact non-
degenerate CMC surfaces, ¥; and s, with nonempty boundaries. Let us asume that
0 € X1 N3y, that Tpd; = Tyds are equal to the x y-plane and have opposite orientation
at this point. Then we prove that there is S, a one-parameter family of smooth, im-
mersed CMC surfaces with boundary, for € € (0, €], such that, S, converges in the C*
topology to ¥; U ¥y away from the origin, and the dilated surface e S, converges in
the C* topology to a catenoid with vertical axis. Moreover, the boundary of S, is the
union of the boundaries of the ¥;, each possibly transformed by a small rigid motion.

We also give sufficient conditions for S, to be embedded and finally we prove that
these surfaces S, are ”generically” nondegenerate (This question of nondegeneracy is
quite important in the moduli space theory).

The above result can be used to establish a general connected sum theorem for
complete, noncompact, embedded CMC surfaces (resp. minimal surfaces). For example,
using this theorem and starting from two Delaunay surfaces, we are able to produce new
embedded four-ended CMC surfaces which are quite different from the previously known
examples.
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Contributed talks

Periodic solutions and rigid rotation of Ginzburg-Landau vortices
Sophia Demoulini
University of Oxford
email: demoulini@maths.ox.ac.uk

Ginzburg-Landau vortices are finite action critical points of the functional
1 A
£(A, @) = 5/ AP + | D40 + F(12f = 1)%da GL
D

where —iA is an S connection, ® is a section of the associated complex line bundle and
D,® = d— iAd is the covariant derivative. The action is invariant under an infinite
dimensional group of gauge transformations p(x) : (A4, ®) — (A + Vyx, @eX) for smooth
functions x. The domain D is taken to be either S? or a disc in the plane. Time periodic
solutions of systems describing the dynamics of Ginzburg-Landau vortices are obtained
by a direct variational method. The existence of such solutions was conjectured in [1].
The systems studied include the Abelian Higgs model, which is a system of semi-linear
wave equations, as well as a system of non-linear Schrédinger type, introduced in [2].
The solutions describe vortices moving in rigid rotation about one another. A previous
result of this type was proved in [3] by perturbative techniques.
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The loaded differential Equations and their Applications
Muvasharkhan Dzhenaliev
Institute of Theoretical and Applied Mathematics
Pushkin str.125, Almaty 480100, Kazakhstan
email: dzhenaliev@itpm.sci.kz

The equations prescribed in 2 C R™ are called loaded, if they contain some operations
of the traces of desired solution on manifolds (of dimension which is strongly less than
n) from Closure . The loaded equations are examined in Works [1], [2].

Assume we are given a bounded and regular connected open Set Q C RY and positive
Number T (T is a final instant of time). Let Q@ = Qx (0,7),X = 9Qx (0,7),Q = QUIQ.

Problem. Find a Solution u(z,t) of the Boundary Value Problem:

ou

o = Du+t S Mi(z tu+ f, {z,t} € Q,

ou Ou n—1 ou m+l
ot + o * qu ek (0, t)a—ﬁ - Zk:m+1 Mi(o,t)u+g, {o,t} €%,

u(z,0) =ug, z € Q, u(o,0)=uy, o€ 0,
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where M (0, t)u = /
Ly (t)

['(t) — (n — 1) — dimensional Manifolds in Q for V¢ € [0, 7],
D! = (1~- Ajag)?’* — fractional integral-differential Operator of ~-order,

M(0,€,4) D (e, t)de

Ajpq — the Laplace-Beltrami Operator,

1, 7 — the unique outer normal and tangent vectors to 0.

Theorem 1. Let f € Ly(0,T;=271(Q)), g € Ly(0,T; H~'2(99Q)), uy € Lo(Q), uy €
Ly(092). Then the Problem has unique Solution u(z,t) which satisfies

u € Ly(0,T; H'(2)) N Lo (0, T; Lo () N Ly(09))

and depends continuously from f, g, ug, u;.

Theorem 2. Let f € Ly(Q), g € Lo(¥), ug € H'(Q)(u1 = upjpn))- Then the
Problem has unique Solution which satisfies u € Lo (0,T; H(Q2)) N H' (0, T; Ly(£2)
NLy(0%2)) and depends continuously from f, g, uo.
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On the Heat Equation with Integral Mean-Values
Meyramkul Dzhenalieva
Institute of Theoretical and Applied Mathematics
Pushkin str.125, Almaty 480100, Kazakhstan
email: dzhenalievQ@itpm.sci.kz

Eequations with integral mean-values arise in the search of approximative solutions
of partial differential equations. For example, this approach was used for the calculation
of the physical and heat engineering properties of the oiling in the bearings [1].

Let @ = {z,t|0 < z < 1,0 < t < T}. We examine the following boundary value

problem: )
) = 24D g
w(0,8) = u(1,1) = 0 in (0, ), (1)
v(0) = 0, where v(t) = [y u(€, t)d¢,
Wi = {ulu € Ly(0,T; H*(0,1) N Hy(0,1)), v'(t) € Ly(0,T)},
Wy = {ulu € Ly(0,T; H;(0,1)), v'(t) € Ly(0,T)}.

We examine problem (1) both with the sign plus and the sign minus.
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Theorem 1. For every f € Ly(Q), there is a unique v € W such that (1) holds.
Theorem 2. For every f € Ly(0,T; H 1(0,1)), there is a unique v € W5 such that
(1) holds. We examine the following generalization of problem (1):

ov(z, t)
ot

= Au(z,t) + f(z,t) at Q x (0,7,

u(z,t) =0 at 9Q x (0,7), v(x,0) =¢(z) at 2,
v(z,t) = Z;n:l o (z)u(zj,t).

Here €2 C R"— bounded Region, A— Laplace’s Operator.
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Integral inequalities associated with Inequalities of Opial type
Bronislaw Florkiewicz
Wroclaw University of Technology
email: florkiew@banach.im.pwr.wroc.pl

Malgorzata Kuchta
Wroclaw University of Technology
email: kuchta@banach.im.pwr.wroc.pl

We derive some new integral inequalities of the form (x):

1/(p+1) p/(p+1)
[ ulnpipjae < (p+ 1/ (/ r|h’|”“dt> (/ s|h|”|h’|dt>  he H,
I I I

where I = (o, 3), —00o < a < f < 00, p > 0, H is a wide, determined class of functions
h, absolutely continuous on I, satisfying the limit conditions h(a) = 0 or h(5) = 0, the
functions r, s and u are any set of functions related by the appropriate weight functions.
The inequalities we examine are analogues of integral inequalities of Weyl type which
are connected with integral inequalities of Hardy type [1]. To obtain the inequalities
() we use at first the uniform method of obtaining integral inequalities of Opial type
of the form (s:x):

/s|h|”|h’|dt§/r|h’|p+1dt, he H,
I I

where 7 is an arbitrary weight function, s depends on a parameter and is chosen appro-
priately for r in such a way that the inequality (xx) holds in a wide class of functions
absolutely continuous on I [2|. Next by the optimisation with respect to parameter we
obtain the inequality ().
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Multiple existence of solutions for semilinear elliptic problems
Norimichi Hirano
Yokohama National University
email: hirano@math.sci.ynu.ac. jp

In this talk, we consider the multiple existence of semilinear elliptic problems of the
form

—Au+u = g(z,u), e
u = 0 on 0f)

where Q is an unbounded domain in IRY and ¢ : Q x IR — IR is a continuous function
with a superlinear growth. The existence of solutions of the problem above has been
studied by many authors. In case that g(x,t) =|¢ [P~ t with 1 <p < (N +2)/(N — 2)
and Q = RY, it is well known that the problem has a unique positive solution. It is also
known in this case that the problem has infinity many sign changing solutions. In this
talk, we consider the existence of positive solutions and sign changing solutions for the
case that g depends on z and the domain €2 is not necessarily the whole space.
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Recent results about existence of solutions to dynamic contact problems
with Coulomb friction
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Despite its practical application, the theory of dynamic contact problems remains
underdeveloped. The Signorini contact condition to the hyperbolic system is up-to—
now solvable only for half—spaces or for one space dimension. This led to introduction
of some (possibly small) physically based viscosity into the elastic problems. Moreover,
the Coulomb friction law creates the problem to be nonsmooth, the friction term is
nonmonotone and seems to be of the same order as the volume forces.

We shall present our recent results about the existence of solutions for the approxi-
mate Signorini condition formulated in velocities. They are based on the penalization of
the contact condition and on the proof of a partial regularity of solutions to such aux-
iliary problem (which allows the limit procedure to the original problem). The proof,
employing a certain localization technique, is based on exact trace and inverse trace
theorems which allow the bounds for the admissible magnitude of the coefficient of fric-
tion to be as high as possible. The bounds depend exclusively on the viscous behaviour
of the material and are remarkably better for homogeneous isotropic materials. The
coefficient of friction can be solution-dependent.
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Bifurcation of homoclinic solutions for Hamiltonian systems
Robert Joosten

EPFL (Switzerland)
email: Robert.Joosten@epfl.ch

We consider the following first order Hamiltonian system
Ju'(z) + Mu(z) — VF(z,u(z)) = Au(z)
where J is a 2N x 2N real matrix such that
J=-J"=-J",
M is a 2N x 2N real symmetric matrix such that
o(JM)NilR =1

and F : R x IR* — IR is such that

F
lim (z, 5)
sl=0  |s]?

=0.

We are interested in existence and bifurcation results of homoclinic solutions for a
subset of such systems. By homoclinic solution, we mean a solution u(z) such that

i ) =0
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With global and local hypotheses on F', we prove the existence of non trivial homo-
clinic solutions when the parameter A is in a small neighbourhood.

Under certain local conditions on F', we find a bifurcation point for the system.
The proofs are based on variational arguments developed in the reference below.
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The shape of functions yielding best constants in Sobolev-type inequalities
Bernd Kawohl
Mathemaisches Institut, Universitét zu Koln
email: kawohl@mi.uni-koeln.de

If for p,q € [1, 00] one looks for minimizers u of

Vol|re
Ji(v) = [IVoller on Wh(Q) ﬂ/ vdr =0 (1)
v]] e Q
or
To(v) = WA on W(Q), (2)
La(Q)

then already in one space dimension, for 2 = [—1,1] the shape of minimizers varies
considerably in ¢, for fixed p.

As shown in [1], the minimizer u; of (1) changes of course sign and is odd and
monotone for ¢ < 2p + 1 and not odd but still monotone for ¢ > 4p — 1. This improves
results in [2] and [3].

The minimizer uy of (2) is always of one sign. In fact it is constant for ¢ < p,
but nonconstant, positive, strictly monotone and has exactly one inflection point for

p < q < 0o, which moves to the boundary as ¢ — oo. The case ¢ = oo was treated in
[4].
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Gradient flow for Willmore surfaces
Ernst Kuwert
Universitat Freiburg
email: kuwert@mathematik.uni-freiburg.de

Here we report on joint work with Reiner Schiitzle (Freiburg). An immersion f : ¥ — IR?
of a closed, oriented surface ¥ is called a Willmore surface if it is critical for the Willmore
integral

W) = [ H dp. 1)

where H = 832 j5 the mean curvature and dyu is the induced area element. L. Simon
used the direct method to prove the existence of a minimizing torus, see also [2]. Here
we propose the study of the corresponding L? gradient flow

0.f = (AH + 2H(H? — K)), 2)

where v is the unit normal and K = k1, is the Gaul} curvature. It is not clear whether
(2) develops singularities in finite time and whether it converges as t — oco.

We prove a lower bound for the maximal lifespan 7' > 0 of the solution to (2) depending
on how much the curvature is concentrated in L? for the initial surface. More precisely
for 0 < g9 < 87 we introduce the quantity

ro(f) = inf{r > 0: 3z € R® with / A2 dp > 2o} (3)
£ (B(z)

and prove the following result:

Theorem Let f; : ¥ — IR® satisfy [5 |Ao|?dpo < A < co. There are constants £ > 0,
co < oo depending only on A such that T > ¢y r.,(fo)* =: Tp. On [0, Tp] the solution is
estimated in terms of the initial data. T

If the flow blows up at 7" < oo, the result implies r.,(f) < (Tc—;t) / — 0 and thus the
curvature concentrates.
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Regularity for minimizers of some variational integrals
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We consider integral functionals of the calculus of variations
Fu,Q) = [ f(Du) da, (1)
Q

where Q is an open subset of R", n > 2, u : Q@ — RY, N > 1 and the integrand f
satisfies the following growth assumption

|2 P< f(z) < L(1+ | 2 |7), (2)

¢g>p>2 z€ R"Y. A wide literature has been devoted to the study of regularity
properties of local minimizers of (1) when ¢ = p. More recently, the case ¢ > p has
been considered. In particular, in the scalar case (N = 1) regularity of local minimizers
has been proved, provided ¢ and p are not too far apart. Counterexamples show that
restrictions on the exponents p, ¢ have to be assumed in order to have regular minimizers,
[1, 2, 3]. Now we consider the vectorial case N > 1 and we deal with higher integrability.
In our setting a local minimizer of F is a function u € W} (Q) such that

f(Du) € Li, () (3)

loc

and
/ F(Du) da < f(Du+ Dy) du, (4)
suppy

suppp
for every ¢ € WH(Q) with supppy CC Q. By (2) and (3) we only have that u € W,,?(Q):
we prove (see [4]) that the minimality of u boosts its integrability from W,7(Q) to
W,54(Q) provided

q <p+2min{1,£}. (5)
n

Once we filled the gap between p and ¢, standard technique allows us to get higher
differentiability and further higher integrability.
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Closed Surfaces Minimizing the Bending Energy
under Prescribed Area and Volume
Takeyuki Nagasawa
Tohoku Unwversity, Sendai, Japan
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[zumi Takagi
Tohoku Unwversity, Sendai, Japan
email: takagiOmath.tohoku.ac.jp

Let ¥ C IR? be a closed surface, and h be its mean curvature whose sign is positive
for convex surfaces. We consider a variational problem for the bending energy

(D) = /E(h—co)QdS

under the prescribed area A(X) and volume V(X). Minimizers of this problem are
interpreted as models of the shape of red blood cells [1,2]. Here, the constant ¢y denotes
the spontaneous curvature for the red blood cell membrane. If ¥ is a critical point, then
it satisfies

IW(E) + MoA(X) + M0V (X) =0,

where 0 means the first variation, and \;’s are the Lagrange multipliers. This is a second
order elliptic partial differential equation for h.

Many results on the existence of critical points as well as their stability have been
obtained numerically or by formal computations. For instance, Jenkins [3] obtained
numerically bifurcating families of critical points near the sphere which are surfaces of
revolution (in the case ¢y = 0). Subsequently Peterson [5] and Ou-Yang and Helfrich [4]
carried out formal analysis of the stability/instability of the lowest-mode solution.

The purpose of this work is (i) to point out some subtleties overlooked in those formal
analyses, (ii) to give a solid mathematical basis for the bifurcation analysis, and (iii) to
prove, among other things, that there do exist local minimizers near the sphere unless
¢o coincides with an exceptional value.
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Multiple solutions for an elliptic equation with non-homogeneous
boundary conditions
Addolorata Salvatore
Unwversity of Bari, Italy
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Anna Maria Candela
University of Bari, Italy
email: candela@pascal.dm.uniba.it

Let us consider the nonlinear elliptic problem

(1)

Au + [ulf?u=0 inQ
u=g on 0f)
where € is an open smooth bounded subset of RY, N > 2, g € C(0Q) N H'/?(99Q) and
p > 2 is fixed.
If ¢ = 0, it is well known that (1) has infinitely many distinct solutions for 2 <

p< 2 if N >3 o0rp>2if N =2. In this case the energy functional is even in a

Bana]cvh 2space, then such results have been proved by using variational methods and the
properties of the genus for symmetric sets.

On the contrary, if g Z 0 the problem (1) loses its symmetry and the energy functional
is not invariant under any group of symmetries.

However, we prove that it is possible to apply a perturbative method introduced by
Rabinowitz and developed by Bahri — Berestycki and Struwe. Hence, for p > 2 but
not too larger, the existence of infinitely many solutions of (1) with higher and higher
energy can be stated (see [2]).

Further generalizations of this result are contained in [1] and [3].
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Convexity estimates for mean curvature flow of mean convex surfaces
Carlo Sinestrari
Universita di Roma “Tor Vergata”
email: sinestra@axp.mat.uniroma2.it

We consider a family M, (t > 0) of n-dimensional immersed surfaces in IR"** evolving
by mean curvature flow under the assumption that the initial surface M, is smooth,
closed and mean convex (i.e. with nonnegative mean curvature). Then the flow is
defined up to some critical time 7" at which the curvature becomes unbounded. Our
aim is to describe the singular behaviour as ¢t — 7" using rescaling techniques.

The paper [2] considered the case of surfaces satisfying a bound of the type H <
C/+/T —t for the mean curvature H. It was shown that any limit of rescalings of such
surfaces is a self-similar homothetically shrinking solution of the flow.
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Here we develop a different approach, based on a—priori estimates, which can be
applied without restrictions on the growth of H. We denote by Ay,..., A, the principal
curvatures of the evolving surfaces M; and let Sy (kK = 1,...,n) be the elementary
symmetric polynomial of degree k evaluated in \y,..., \,. In particular, S; = H. Then
our main result is (see [3,4])

Theorem 1 Let M, be a family of surfaces evolving by mean curvature flow with M,
closed and mean convex. Then, for any n > 0 there exists C, such that the estimate

Sk > _771{1C -y

holds on My for any t € [0,T[ and for allk =2,...,n.

The arbitrariness of i breaks the scaling invariance in the above inequality and implies
that near a singularity, where H becomes unbounded, each Sy becomes nonnegative after
rescaling:

Corollary 2 Let M, be a solution of mean curvature flow as in Theorem 1. Then any
smooth rescaling of the singularity for t — T is conver.

Once we know that the rescaling is convex, we can use the results of [1] about convex
eternal solution of the flow to describe the profile of the surfaces which do not satisfy the
growth restriction mentioned above. We show that in this case the rescaling procedure
yields a translating solution of the flow.
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Some general quadratic integral inequalities of the second order
Katarzyna Wojteczek
Technical University of Opole
email: kwoj@polo.po.opole.pl

Integral inequalities of the second order of the form
(1) /sh?dt < /rh/’?dt, heH,
I I

where I = (a, ), —00 < a < f < 00, rand s are real functions of the variable ¢, H is a
class of functions h absolutely continuous on I, have been considered by many authors.
They have been also derived by Florkiewicz and Wojteczek (see [1]) using the uniform
method of obtaining integral inequalities involving a function and its derivatives.
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Now we shall derive integral inequalities of the form
2) /(rh"2 +sh” 4 uh?)dt >0, he H,
I

using a generalization of this uniform method.

This generalization of the uniform method lets us for a given function r and auxiliary
functions @i, @9 to determine directly the weight functions s and u and use them to
build a wide class H of functions h for which the inequality (2) holds.

Then, using the inequality (2), we shall obtain some integral inequalities with con-
stant weight functions, e.g. classical Hardy, Littlewood and Polya inequality of the
form

(3) /(h"2 R4 h2)dt > 0,
I
(see [2]) and examine the classes of functions h for which these inequallities hold.
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Bifurcation Results for a Class of Quasilinear Elliptic Systems on R"
Nikos Zographopoulos
National Technical University of Athens
email: nz0math.ntua.gr

In this paper we prove the existence of a branch of solutions for the system

—Apu = Xa(x)|ulP?u+ Fy(z, )\ u,v), © € R"

Ay = Md(2)|v]? %0 + Fy(z, A\, u,v), © € R
under certain conditions for p,q, £}, F5. This fact is achieved by applying degree theory. It
was possible to carry out these methods by working between certain equivalent weighted
and homogeneous Sobolev spaces.
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Direct gradient method for semilinear elliptic systems
Janos Karatson
Eotvos Lorand University, Applied Analysis Department, Budapest
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The subject of this paper is the numerical solution of semilinear elliptic systems

{Ti(ul, cooty) = —div (g (2) V) + file,ug, ..o u,) = gi(z) in Q (1)
Qui = a(z)u; + B(x)0,uijpn = 0
(¢ =1,...,7), where a;(z) > m > 0 and the eigenvalues A of the matrices {ﬂ%}

fulfil 0 < kK < A< K + 7~ i &;[P~2. We investigate the application of the Hilbert space
7=1

version of the gradient method (GM) to system (1). Whereas the usual application
of the GM is done after discretization , our approach is, in contrast, to execute the
iteration directly in the corresponding Sobolev space, which demands the solution of
linear auxiliary problems.

It is proved that for any u® = (u?,...,u?) € H*(Q)" with Qu; =0 (1 = 1,...,7) in
trace sense we can suitably define M > 0 such that the sequence

2 _ .
ubtt =k — M+m(—A) YTi(u*) —g) (KEN;i=1,...,7)
converges to the weak solution u* = (uj,...,u’) of (1) according to the estimate
[k — u| < const <M_m>k
u® —u . nst.-
1@ = M+m

The solution of the auxiliary equations can be achieved by discretization, thus linear
algebraic systems have to be solved instead of nonlinear ones obtained from discretizing
(1). (A suitable FEM or FDM might be used here, similarly to the case of the Dirichlet

problem.)

We examine some special domains in the case of polynomial nonlinearity when the
auxiliary equations can be sol ved directly (without discretization). This includes do-
mains that can be suitably transformed to a ball, cube or an annulus. Numerical exam-
ples of the solution of elliptic RDE equations are given.

Bifurcation of some semilinear elliptic equations
Peter L. Simon
Eotvés Lorand University, Applied Analysis Department, Budapest
email: simonp@cs.elte.hu

Janos Karatson
Eotvos Lorand University, Applied Analysis Department, Budapest
email: karatson@cs.elte.hu

We investigate the exact number of positive solutions of the semilinear boundary
value problem

Au+ f(u) 20} (BVP)

U|33R =0

where B C R" is the ball centered at the origin with radius R and f is a C? convex
function on [0, 00). Our aim is to determine the bifurcation diagram of positive solutions
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versus the radius R and to classify every strictly convex C? function according to the
shape of the bifurcation diagram.

As is well-known, every positive solution of (BVP) is radially symmetric, hence it
satisfies an ODE boundary value problem on the interval [0, R]. Then positive solutions
of (BVP) can be obtained by the shooting method. We investigate the number of
positive solutions via the time-map. Our aim is the describe the shape of the time-map,
which is achieved through the following three characteristic properties:

e the domain of the time-map
e the limit of the time-map at the boundary points of its domain
e the monotonicity of the time-map on the maximal subintervals of its domain.

Using this the exact number of positive solutions of (BVP) can be determined.

We present different results on the above properties for n > 1 and establish the
bifurcation diagram for certain convex functions. In the one-dimensional case a full
characterization is given for strictly convex C? functions.

2.11 Viscosity Solutions

Organizer : Neil Trudinger

Key note lecture

Homogenization of Hamilton—Jacobi PDE and Hamiltonian dynamics
Lawrence C. Evans
Department of Mathematics, University of California, Berkeley
email: evans@math.berkeley.edu

I will discuss some recent work (done jointly with D. Gomes) concerning the ho-
mogenization of Hamilton—Jacobi PDE in the spirit of Lions-Papanicolaou—Varadhan.
The principal new ideas concern the interpretations and implications of the “effective”
Hamiltonian for the long time asymptotics of certain solutions of the related Hamilto-
nian ODE.

Invited lectures

Singularities of Concave Solutions to Hamilton-Jacobi Equations
Paolo Albano
Dipartimento di Matematica, Universita di Roma Tor Vergata
email: albano@axp.mat.uniroma2.it
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Piermarco Cannarsa
Dipartimento di Matematica, Universita di Roma Tor Vergata
email: cannarsa@axp.mat.uniroma2.it

After a general introduction to the properties of the singular set (points of non-
differentiability) of viscosity solutions to nonlinear first order partial differential equa-
tions, the authors investigate the structure of such a set. In particular, a new technique
introduced in [1] for studying propagation of singularities will be presented and com-
pared with earlier methods.

Finally, the special case of a Hamilton-Jacobi equation of the form

us+H(Du) =0 a.e.in Ry xIR"

with initial condition
u(z,0) = up(x)

will be considered. It is well known that the solution of the above problem is concave
with respect to x whenever the initial datum wug is concave and the Hamiltonian H is
convex (see e.g. [2]). Actually, using Hopf’s formula, one can prove that v is concave
in IR, x IR". For such a solution the authors show that singularities propagate, from
any initial singular point (¢, xo), along a Lipschitz arc (¢, z(t)) for all times ¢ > t up to
+00. Moreover, the singular arc z(t) satisfies the generalized equation of characteristics

i(t) € VH(D u(t,z(t)))  t >t ae.
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On the rate of convergence in the homogenization of HJ equations
Italo Capuzzo Dolcetta
Universita’ Roma La Sapienza
email: capuzzo®@mat.uniromal.it

The homogenization of partial differential equations can be regarded as an asymptotic
process in which one looks at the limiting behaviour of solutions of a PDE with a rapidly
oscillating structure as the frequency of oscillations tends to infinity.

We shall consider here fully nonlinear first order scalar partial differential equations
of Hamilton-Jacobi type such as

w(z) + H(z, =, Dus(z)) =0 in RY (1)
€
where € is a small positive parameter and the Hamiltonian H satisfies

s H(x, & p) is ZY — periodic (2)
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for each (z,p) € R*. Equations of type (1) arise for example, via dynamic program-
ming, in optimization problems for non linear control systems with rapidly oscillating
dynamics. Although the importance of homogenization of Hamilton-Jacobi equations
the first step on this subject was taken in 1985 by P. L. Lions, G. Papanicolau and
S.R.S.Varadhan who established that, as € tends to 0, the limit problem of equations
(1) is given by

u(x) + H(z,Du(z)) =0 , xin RY (3)

where the effective Hamiltonian H is obtained by solving the so-called cell problem
(which, in the control theoretic interpretation, can be seen as an ergodic control prob-
lem) . The next major contributions are due to L.C.Evans (1989) who developed the
perturbed test functions methods for studying the homogenization problem in the frame-
work of the theory of viscosity solutions. Further reaserch in this direction has been
performed by M.C. Concordel, K. Horie and H. Ishii, O. Alvarez.

The question of estimating, in terms of € , the rate of the uniform convergence of
solutions of equations (1) to the solution of equation (3) has not been tackled up to now,
at least in our knowledge. The purpose of this talk is to present some recent results in
this direction obtained in collaboration with H. Ishii. Our main result is as follows:

Theorem Assume that H satisfies assumption (2),
l/|p|_M§ H(az,f,p)gl/|p|—l—M (xagapelRN)a

and ||D H||s < M, for some constant M > 0 and let u‘,u € BUC(IR") be respectively
the viscosity solutions of equations (1) and (3).
Then there is a constant C' > 0 independent of € € (0,1) such that

juf(z) — u(z)| < Ce'’®  (z € RY).

Almost Periodic Homogenization of Hamilton-Jacobi Equations
Hitoshi Ishii
Tokyo Metropolitan University
email: ishiiGhitoshi.math.metro-u.ac.jp

I shall discuss the almost periodic homogenization of the Hamilton-Jacobi equation
Mt (z) + H(x, 2/, uf (), Du®(z)) =0 in R,

Here A > 0 is a given constant, H is a given continuous real function on IRV x IRY x
IR x IRY, which is often called the Hamiltonian, u¢ represents the unknown function,
and € > 0 is a small parameter to be sent to zero. The question addressed here is the
characterization of the limit function of u® as ¢ — 0. Main assumptions on H (z,y,,p)
are its coercitiveness in the p variable and its almost periodicity in the y variable.
The results I shall explain describe the limit partial differential equation which the limit
function should solve and show the uniform convergence of u° to the solution of the limit
equation under the assumptions above together with some other mild assumptions.
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Hessian Measures
Neil S. Trudinger
Centre for Mathematics and its Applications, Australian National University,
Canberra, Australia
email: Neil.Trudinger@anu.edu.au

Hessian measures are defined through the action of certain second order, partial dif-
ferential operators on associated classes of subharmonic functions. Special cases are
the distributional Laplacian acting on classical subharmonic functions and the Monge-
Ampere measure of Aleksandrov, as determined by the action of the Monge-Ampere
operator on the class of convex functions. In the complex case, a measure arises through
the action of the complex Monge-Ampere operator on certain plurisubharmonic func-
tions.For these and more general operators,the associated classes of subharmonic func-
tions are the viscosity subsolutions, and one is led to the general question of how the
operator acts on its viscosity subsolutions. In this talk,we present a recent result,with
Xu-jia Wang,on the weak continuity of operators given as elementary symmetric func-
tions of the eigenvalues of the Hessian matrix of second derivatives.We also explore the
extension of our techniques to other classes of operators,including quasilinear operators.

Contributed talks

Propagation of Maxima and Strong Maximum Principle for Degenerate
Elliptic equations
Martino Bardi
Dept. of Mathematics, University of Padova, Via Belzoni 7, 35100, Padova, Italy
email: bardi@math.unipd.it

Francesca Da Lio
Dept. of Mathematics, University of Padova, Via Belzoni 7, 35100, Padova, Italy
email: dalio@math.unipd.it

We consider 2nd order partial differential equations of the form

F(z,u, Du, D*u) =0, in , (1)
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where Q C IRY is an open set, F:Q x IR x RY x S(N) — IR, Du corresponds to the
gradient of u, D?u corresponds to the matrix of second derivatives of u and S(N) is the
set of symmetric N x N matrices. We require that F' satisfies a very weak ellipticity
condition.

We extend a Boundary Hopf Lemma and the Strong Maximum Principle to semi-
continuous viscosity subsolutions of (1). We test our assumptions on several examples
involving for instance the p-Laplacian and the minimal surfaces operator. We can cover
equations that are singular at p = 0 and very degenerate operators such as the co-
Laplacian and some first order Hamilton-Jacobi equations. Moreover we characterize the
set of propagation of maxima of the subsolutions of 2nd order Hamilton-Jacobi-Bellman
equations. More precisely we consider 2nd order operators which can be represented as
the supremum or the infimum of a parametrized family of linear operators. We show
that the set where a maximum propagates contains the reachable set of a suitable deter-
ministic controlled system as well the reachable set of a controlled stochastic differential
equation. We also derive a Strong Maximum Principle for fully nonlinear equations
satisfying a suitable version of Hormander hypoellipticity condition.
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On the Liouville property for viscosity solutions of fully nonlinear elliptic
problems
Alessandra Cutri
University ”Tor Vergata”, Rome
email: cutri@mat.uniroma2.it

The classical Liouville theorem states that every bounded either from above or from
below harmonic function in IRY is constant. This property still holds for nonnegative,
superharmonic functions in IRY, provided that N < 2.

In recent years, the Liouville property has been generalized to semilinear elliptic
equations stating the nonexistence of positive solutions in unbounded domains and it
has been the object of a keen interest in the literature, also for its connection with the
problem of the a priori bounds and the existence of positive solutions of superlinear
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boundary value problems in bounded domains, see e.g. [1,2,4.5] and the references
therein.

I will present some results, obtained in a joint work with Fabiana Leoni (see [3]),
concerning the Liouville property for nonnegative viscosity supersolutions of a class of
fully nonlinear uniformly elliptic equations in IR™. The first one regards the problem:

u>0, —-Mf(Du)>0 in RY,
where MIA, for fixed 0 < A < A, is the Pucci extremal operator

M (D*u) = sup tr(AD?u)
’ AE.A)\,A
with Ayy = {A € Sy @ MéEPP < A€-€ < A€, V€ € RV} T will show that u is
constant provided that N <1+ %
The second one is relative to the problem:

w>0, F(z,D%u)— h(x)u’ >0 in IR,

where F'is a uniformly elliptic operator with ellipticity constants 0 < A < A. Under
some optimal restrictions on A > 0 and p, the only solution is u = 0.
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Lyapunov functions for infinite-dimensional systems
Maciej Kocan
Uniwversity of Cologne
email: mkocan@mi.uni-koeln.de
Pierpaolo Soravia
Uniwversity of Padova
email: soravia@math.unipd.it

We study Lyapunov functions for infinite dimensional dynamical systems governed by
general maximal monotone operators. We obtain a characterization of Lyapunov pairs
by means of the associated Hamilton-Jacobi partial differential equations, whose solu-
tions are meant in viscosity sense, as evolved in works of Tataru [1] and Crandall-Lions.
Our approach leads to a new sufficient condition for Lyapunov pairs, generalizing a
classical result of Pazy [2].
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Gradient estimates, interior gradient blow up and comparison principle of
nonlinear pde’s
Nikolai Kutev
Institute of Mathemtics, Sofia 1113, Bulgaria and Mathematisches Institut der
Universitat zu Koln, Weyertal 86-90, 50931 Koln
email: kutev@mi.uni-koeln.de

A comparison principle for semicontinuous viscosity sub- and supersolutions of gen-
eral fully nonlinear second order elliptic equations F'(x,u, Du, D*u) = 0 is proved. The
case of uniformly elliptic equations as well as degenerate elliptic ones is considered. As an
application, existence and uniqueness of the continuous viscosity solutions is obtained.
Under the precise conditions for the validity of the comparison principle Lipschitz reg-
ularity of the continuous viscosity solutions is given. If these conditions fail, existence
of continuous viscosity solutions which are not Lipschitz in the interior of the domain
is proved. As a consequence of the interior gradient blow ups the viscosity solutions
form interior jump discontinuities with an infinite gradient at the points of discontinu-
ity in the strictly elliptic case. The concept of jump discontinuous viscosity solutions
for nonlinear problems with interior gradient blow-up phenomena is discussed.

The minimum time function for control systems with controls in 17, p > 1
Monica Motta
Unwversita di Padova - Italy-
email: motta@math.unipd.it

Caterina Sartori
Unwversita di Padova - Italy-
email: sartori@dmsa.unipd.it

We study the properties of the minimum time function to reach the origin and its
relative reachable set for the solutions y,(-,u) of a control system of the form

g(t) = Ay(t) + Bu(t) t >0,  y(0)=z € R"

where the admissible controls belong to the set U, = {LP([0, +o0[, R™) : ||ul|, < k}.
Moreover we want to characterize such a function, denoted by T,,(x, k), and the reachable
set Ry = Upsof{x : 3t > 0, Ju € Uy : yu(t,u) = 0} x {k}; by means of an opportune
boundary value problem associated to the (HJB) equation.

In case p = 400 everything is well known both for regularity and characterization
of Ty, and Ry, (see e.g. [1]). If p > 1, under controllability conditions there are only
regularity results for the k—sections T),(-, k) (see [2]), and there is no characterization of
T,, R, through the (HJB) equation. If p =1, (to our knowledge) nothing is known.
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As new results we prove that, under the Kalman condition, if p > 1 then (z,k) —
T,(z, k) is continuous on R,; while if p = 1 then 7} is continuous on the interior of R;
(R, fails in general to be an open set). Moreover for p > 1 we characterize the function
T, and the reachable set R, by means of the unique bounded bilateral viscosity solution
W, to the boundary value problem given by

ow

ow _
wOZO,H\l(gf)(,u)\zl{_E(x7 k)(Azwy + Bu) + W(x, E)|ulP — e *wh + W (wh + |ulf)} =0

on (IR™\ {0})x]0, +oc[, and the boundary conditions
W(0,k)=0 Vk>0, W(z,0)=1 Vz#0.
More precisely, one obtains that for any fixed k£ > 0 one has
Tp(z, k) = —log(l — "W, (z,k)); R, = {(2,k): Wy(z, k) <e*}

if p > 1, while for p =1 Int R, = Int{(z, k) : Wy(x, k) < e *}.
We remark that these results are proven also for a wide class of nonlinear systems
with controls bounded in LP— norm (p > 1).
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Existence, uniqueness and regularity of the solution of a Dirichlet problem
Maria Alessandra Ragusa
Dipartimento di Matematica, Viale A.Doria,6 -95125, Catania, Italy
email: maragusa@dipmat.unict.it

The aim of this lecture is to continue the study begun in [4] and to extend the
local regularity properties of the solutions of the elliptic second order divergence form
operators to global ones obtaining, for the solution of a Dirichlet problem, the global
Holder regularity.

Let us consider a bounded open set €2 in IR", n > 3, and H&’p’)‘(Q) the subset of
functions u € Hy () such that its first derivatives lie in the Morrey space LP*(€) and
the following Dirichlet problem

Lu = =30 (0i(2)tg,)a; = div(f)  a. e in§
u e Hy"MQ), l<p<oo, 0<A<n.

The coefficients a;; are discontinuous, precisely they are assumed to be in the subset
V.M.O. of the John-Nirenberg space whose elements have norm on the balls vanishing
as the radius of the balls approaches zero. The known term f = (fi,..., f,) is supposed
such that f; belongs to the Morrey space € LP*(Q), Vi =1,...,n.
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Under these assumptions there exists the unique solution u € H&’p’A(Q) of the above
Dirichlet problem.
Moreover, there exists a constant k£ independent on f such that

n oA
[ullcoa@) < Kl fllLer), wherea =1 — » + o P >n— A\

The technique used is similar to that used for the nondivergence form elliptic equation
in [3]. In this paper the authors derive a C);*—regularity result, related to that of
Caffarelli contained in [1] and [2] about the W*? viscosity solutions, using an integral
representation formula for the second derivatives of the solutions of the above equation.
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Some results on first order Hamilton-Jacobi equations
with discontinuous coefficients
Pierpaolo Soravia
Dipartimento di Matematica Pura e Applicata
Unwversita di Padova
email: soravia@math.unipd.it

I will discuss Hamilton-Jacobi equations of the form
H(z,u, Du) = g(z),

where the function g can be discontinuous. It can be shown that viscosity super and
subsolutions can be characterized by optimality principles. These principles allow to
obtain explicit representation formulas for minimal and maximal solutions, and to prove
uniqueness of the viscosity solution under suitable conditions. Examples where the
solution is not unique can also be produced.
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C. Global Attractors and Stability

3.1 Global Attractors and Limits

Organizers : Jack K. Hale, Genevieve Raugel

Key note lecture

Compact attractors
Jack K. Hale
Georgia Tech, USA
email: hale@math.gatech.edu

The first part of the talk will discuss the necessity of the classical hypotheses for
existence of compact global attractors. The second part will concentrate on diffusively
balanced conservation laws.

Invited lectures

Attractors of Parabolic Problems and Perturbations of the Diffusion
José M. Arrieta
Universidad Complutense de Madrid
email: arrieta@sunma4.mat.ucm.es

We are interested in studying the continuity properties of the asymptotic dynamics
for second order parabolic problems when the diffusion coefficient varies in a singular
fashion.

For € € (0, €y), for certain €y > 0, the family of problems we consider are of the type

uf — div(ac(z)Vu) +u¢ = f(uf), on Q
ae% =g(u), on 0N

where f, g : IR — IR are locally Lipschitz functions, Q C IR" is a bounded and smooth

domain and a., the diffusion coefficient, satisfies that there exist positive constants my,

M, such that my < a.(x) < M..

Under several growth restrictions on f and g we will pose this problem in an L9 or
W14 setting and by imposing some dissipativity assumptions we will prove the existence
of a global attractor A.. We will also obtain uniform bounds on A, in the H*(2) and
C°(Q)-norm.

We are interested in the following perturbation of the diffusion

0 ()= { ap(z) uniformly on €,
‘ 00 uniformly on compact subsets of €
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where €2, is a subdomain of (2. This kind of perturbation may appear, for instance, in
composite material, where the diffusivity behavior of the material may differ significantly
from one part to another.

The limiting problem that we obtain is given by

uy — div(ag(z)Vu) +u = f(u) on
aog—ﬁ = g(u) on 0f2
Ujg, =: gy, (constant) on {2,

. 1 ou _
Uq, + m/roao% + Uq, = f(UQO)

and this problem has an attractor Ay which lies in a bounded subset of C°((2).

We will show that the family of attractors {Ac}c>¢ is upper semicontinuous at € = 0
in the H'(Q2) and C°(Q)-norms, that is

sup dist(u, Ag) =30.

UEEAE

where dist is the distance either in H'(2) or in C°(Q). Notice that to obtain the upper
semicontinuity in the uniform topology a delicate analysis of the behavior of the solutions
near 0{) is needed.

On the time-periodic solutions to the Navier-Stokes equations of
compressible flow
Eduard Feireisl
Institute of Mathematics AV CR, Praha
email: feireisl@math.cas.cz

We prove the existence of the time-periodic solutions with given positive mass to the
Navier-Stokes system of compressible isentropic flow:

0o + div(pu) =0,

O, (ou’) + amj(guiuj) — pAu — (N + )0y, div u + ad,, 0" = of (t,7), i =1,2,3.

with a given time-periodic driving force f. The unknown density o(t, z) and the velocity
u(t,z) = [u',u? u?] are functions of the time ¢ and the spatial variable z € ), where
(2 is a bounded regular domain. The homogeneous Dirichlet boundary conditions are
imposed on wu.
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Attractors for dissipative problems on unbounded domains
Alexander Mielke
Unwversitat Stuttgart
email: mielke@mathematik.uni-stuttgart.de

We consider parabolic problems of reaction—diffusion type on large or unbounded
spatial domains © C IR?. Under suitable conditions on the nonlinearity, global existence
and the existence of an absorbing ball can be established by using weighted energy
estimates with a weight decaying at infinity, [1,2,6,7]. The method of weighted norms
can even improve existing bounds for the absorbing ball in the case of bounded domains,
[7]. Compactness properties of the semiflow are obtained in the weaker toplogy induced
by the weighted norm. In this way it is possible to construct a global attractor A%
which is closed and bounded in L*°(Q2) and compact and attracting with respect to the
weighted norm || - ||, = sup{ p(z)|u(z)| : € 2}, [4,6,8].

Using examples we illuminate the essential differences between the dynamics on
bounded and on unbounded domains. For instance, systems which are gradient flows
when considered on bounded intervals will display nontrivial recurrent behavior when
considered on the real line with initial data in L°°(IR). Another instance is convergence
to a whole continuum of steady states like in diffusive mixing, [4].

The attractor A? can be compared with AR® by extending all functions on € by 0
outside of Q. Upper semicontinuity for Q approaching IR?, that is

distH.”p(AQ",A'Rd) — 0 for Q, D {|z| > r,} with r, — o0,

is obtained easily. Lower semicontinuity is false in general. However, considering a joint
limit in the sense of [5], where the time and the domains go to infinity simultaneously,
gives a limit attractor A* which coincides with AR?
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The global attractor of the viscous Cahn-Hilliard homotopy
Amy Novick-Cohen
Technion-IIT Haifa
email: amync@tx.technion.ac.il

Michael Grinfeld
Uniwversity of Strathclyde
email: michael@conley.maths.strath.ac.uk

For the viscous Cahn-Hilliard homotopy it is possible to ascertain detailed infor-
mation on the equilibria which allows the relative energies and Morse indices to be
calculated, and a Morse decomposition based on energy can be constructed. Addition-
ally, near the nonlocal Allen-Cahn end of the homotopy, a weak lap number principle
is proven. This information permits a partial unraveling of many of the connections
on the global attractor and demonstrates that the structure of the global attractor in
the metastable region can be distinctly different from earlier predictions for the Cahn-
Hilliard equation in zero mean mass (spinodal) case. Implications for a model for shape
memory materials known as Ericksen’s bar will be discussed if time permits.
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Contributed talks

Global Attractor in Overdamped Dynamics of tilted Frenkel-Kontorova
Models
Claude Baesens
Nonlinear Centre, DAMTP, University of Cambridge, Cambridge CB3 9EW, UK
email: c.baesens@damtp.cam.ac.uk

We study a model for nonlinear conduction in charge density wave materials:
mun + Un - _hl(una un+1) - hZ(unfla un) + Fa

where subscripts on h denote partial derivatives, m > 0, F' > 0, hyjs < —c < 0, and
h(z + 1,y + 1) = h(z,y).

For the gradient dynamics case m = 0, we proved in [1] that there is a globally
attracting time-periodic orbit (in the sense that there is a 7' > 0 such that u,(t + 1) =
un(t)+1 for all t and n), in each of the following classes of configuration if F' is sufficiently
large that there is no equilibrium in that class:

1. finite chain with free ends;
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2. spatially periodic configurations: w4, = u, + p for all n, for some integers p, g;
3. weakly rotationally-ordered configurations of irrational mean spacing.

The key tool is the monotonicity of the flow with respect to a partial order on configu-
rations (uy,).

In the overdamped case 0 < m < (4u)~!, where p = sup hyy + hago, the flow is again
monotone, this time with respect to a certain partial order on sequences ((uy,dy,)). 1
shall discuss the extent to which the above results generalise to this case.
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On equivalence of exponential and asymptotic stability under changes of
variables
Lars Griine
Fachbereich Mathematik, J. W. Goethe-Universitdt, Frankfurt, Germany
email: gruene@math.uni-frankfurt.de

Eduardo D. Sontag
Department of Mathematics, Rutgers University, USA
email: sontag@hilbert.rutgers.edu

Fabian Wirth
Zentrum fir Technomathematik, Universitat Bremen, Germany
email: fabian@math.uni-bremen.de

Lyapunov’s notion of (global) asymptotic stability of an equilibrium is a key concept
in the qualitative theory of ordinary differential equations and nonlinear control. In
general, a far stronger property is that of erponential stability, which requires decay
estimates of the type “||z(t)|| < ce™!||z(0)||.” In this talk, we show that, for differential
equations evolving in finite-dimensional Euclidean spaces IR" (at least in dimensions
# 4,5) the two notions are one and the same under coordinate changes. The same
statement holds if perturbed differential equations are considered

Of course, one must define “coordinate change” with care, since under diffeomor-
phisms the character of the linearization at the equilibrium is invariant. However, if, in
the spirit of both structural stability and the classical Hartman-Grobman Theorem, we
relax the requirement that the change of variables be smooth at the origin, then all ob-
structions disappear. Thus, we ask that transformations be continuously differentiable,
and they have inverses that are continuously differentiable except possibly at the origin,
and globally continuous.

Closely related to our work is the fact that all asymptotically stable linear systems
are equivalent (in the sense just discussed) to & = —x; see e.g. [1]. The basic idea of the
proof is based upon projections on the level sets of Lyapunov functions, which in the
linear case of course be taken to be quadratic. It is natural to use these ideas also in
the general nonlinear case, and Wilson’s paper [2], remarked that level sets of Lyapunov
functions are always homotopically equivalent to spheres. Indeed, it is possible to obtain,
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in great generality, a change of coordinates rendering the system in normal form & = —x
(and hence exponentially stable), and several partial versions of this fact have appeared
in the literature.

It is perhaps surprising that, at least for unperturbed systems, the full result seems
not to have been observed before, as the proof is a fairly easy application of results from
differential topology. Those results are nontrivial, and are related to the generalized
Poincaré conjecture and cobordism theory; in fact, the reason that we only make an
assertion for # 4,5 is closely related to the fact that the original Poincaré conjecture is
still open.
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Limit sets for reaction transport equations
Hartmut Schwetlick
Univ. Tubingen
email: schwetlickQuni-tuebingen.de

Our aim is to propose a hyperbolic generalisation of the well-known reaction diffusion
equation and to study the structure of its w—limit sets.

We consider moving and interacting particles, characterised by their position z €
2 C IR” in space and by their direction of movement v € V = S® !, The evolution of
the density u(t,x,v) is governed by the following isotropic reaction transport equation

9, 1,
(&—FU-V—F,UL)U—W (w),

combined with the initial condition u(0, z, v) = u¢(z,v) and appropriate boundary con-
ditions on 0Q2. Here p denotes the scattering parameter, a(t,z) = [, u(t,z,v)dv is the
total density, |V| the measure of V, and Lu = u — ‘—‘1,‘17, is the local deviation from the
mean. The linear part on the left hand side models the spreading of particles due to
a transport process, the nonlinearity f contains the reaction laws. The name isotropic
refers to the usage of the total density @ both in the scattering and in the reaction part.
Equations of this type were proposed in [3,4] to model interacting bacteria when their
motion consists of straight runs interrupted by re-orientations.

The linear existence theory of transport equations is well-established, cf. for instance
[1] and the references therein.

On suitably defined Hilbert spaces we prove global in time existence of solutions by
an argument based on a Lyapunov function approach. Here we assume a dissipativity
condition on f, namely limsupy, _,, f(2)/z <0.

The main step in proving that orbits are relatively compact uses the far-reaching
regularity estimates in [2] for velocity averages in transport equations. By classical
results on the w-limit sets of orbits, cf. [5], we can conclude that w(up) is non-empty,
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compact, and connected. Furthermore, the Lyapunov function ensures that any w-—
limit set is contained in the set of equilibrium solutions of the above reaction transport
equation.
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Asymptotic Behavior of Some Nonlinear Dissipative Hyperbolic Equations
on IRY
Nikos Stavrakakis
National Technical University, Dept of Mathematics, 157-80, Athens, HELLAS
email: nikolasQcentral.ntua.gr

Nikos Karachalios
National Technical University, Dept of Mathematics, 157-80, Athens, HELLAS

We consider the semilinear hyperbolic problem
g + Suy — p(2)Au+ N f(u) = n(x), 2 € RV, t >0,

with the initial conditions u(.,0) = uy and u(.,0) = u; in the case where § > 0, N > 3
and (¢(z))™" := g(x) lies in  L"/?(IRY). The energy space Xy = D"*(R") x L2(IRY)
is introduced, to overcome the difficulties related with the noncompactness of operators
which arise in unbounded domains. We derive various estimates to show local existence
of solutions and existence of a global attractor in A;. We show that the global attractor
has finite Hausdorff dimension and we prove the existence of an exponential attractor of

finite fractal dimension that attracts all solutions at exponential rate. The compactness
of the embedding D*(IR™) C LZ(IRY) is widely applied.

Global attractors of reaction-diffusion equations without uniqueness

José Valero
Fundacion Universitaria San Pablo CEU Elche
emalil: ceuade@ctv.es

We study the existence of global attractors for reaction diffusion equations in which
the nonlinearity is a difference of two maximal monotone maps.

Even though for these equations it is possible to prove the existence of at least one
solution corresponding to each initial condition, this solution can be non-unique. So, this
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equation does not generate a semigroup of operators. Taking the union of all possible
solutions of a certain class we define a multivalued semiflow. By applying the theory of
attractors for multivalued semiflows we obtain under certain conditions the existence of
a global compact attractor.

This result is applied to several physical processes such as a model of combustion in
porous media and some models of transmission of electrical impulses in nervous axons.
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Geometry of heteroclinic cascades in scalar semilinear parabolic PDE
Matthias Wolfrum
WIAS-Berlin, Germany

email: wolfrum@wias-berlin.de

We study the long-time behaviour of one-dimensional reaction-diffusion equations
Uy = Ugg + f(u,ug, ), x€[0,1],t€RT

with Neumann boundary conditions. Particular properties of the corresponding semi-
flow on the space of z-profiles, such as the gradient-structure or the linearization being
of Sturm-Liouville-Type, allow for a detailed geometrical description of the global at-
tractor.

The main tool for such investigations, beside the general geometric theory for semi-
linear parabolic equations, introduced by D.Henry [1], are the nodal properties of the
stationary solutions. G.Fusco and C.Rocha recognized that one can describe these nodal
properties in terms of a permutation of the equilibrium solutions [2]. This permutation
which is determined already by the stationary equation, an ODE, can provide crucial
information about the long-time behavior of the full PDE.

The attractor consists of the unstable manifolds of all equilibria. These are parti-
tioned into sets of heteroclinic orbits, connecting to the same equilibrium. The main
problem is to understand the structure of these sets and how they are assembled in the
attractor. A first important step in this direction was a result of C.Rocha and B.Fiedler
[3], using Conley-Index and giving a criterion for these sets to be empty or not. But
as an inspection of several examples shows, their result is not sufficient to provide a
satisfactory geometrical description of the attractor.

Mainly we present a result, giving more insight in the structure of the sets of connect-
ing orbits by taking into account the decomposition of stable and unstable manifolds
according to different exponential rates. We give a criterion in terms of the permutation,
deciding exactly in which strong-stable and strong-unstable manifold the heteroclinic
connections between given equilibria take place. This information seems also to be cru-
cial for the understanding of the attractor as a whole. The main ingredient of the proof
will be a detailed study of the permutation of equilibria. Finally, we suggest a new
concept for the equivalence of attractors.
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Posters

Optimal Stabilization of Almost Periodic Systems
Alexey O. Ignatiev
Institute for Applied Mathematics and Mechanics
email: ignat@iamm.ac.donetsk.ua

Consider a system of differential equations of perturbed motion
&= X(t,z;u) (1)

where x = (x1,...,2,), X = (X1,...,Xy), u = (u,...,u,) -is a control function, and
X (t,z;u)-is an almost periodic function in t.

Suppose that function X (¢, x;u) is defined, continuous and satisfying Lipschitz con-
dition in z in the domain

t € R,||z|| < H (H = const). (2)

Suppose that criterion of motion z(t) is given as

o0

[= /t Wty 1 [], ooy nt]: wn 1], ooy i [1]) i, (3)
0

where w(t, x,u) is nonnegative function.

Theorem. If there exist almost periodic in ¢, positive definite,

continuously differentiable function V°(¢,z) and functions u(t, ), which are satis-
fying in the domain (2) the following conditions:

1) function w(t,z) = w(t,z;u’(t,z)) is nonnegative, and w(t,z) may equal zero
only in the points of set which does not include any samitrajectory of the system (1)
x(zo, to, 1), (to < t < +00) entirely (except the trivial solution);

2) an equality

B[V t,z;u’(t,2)] = 0 (4)
holds, where
B[Vt  x;u] = %—‘tf + ; g—ZXi(t,x;u) +w(t,z;u) = % + w(t, z;u); (5)

3) an equality
B[Vt a5u] > 0, (6)
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holds for each control functions u;, then functions ug(t, x) solve the problem of optimal
stabilization and an equality

o0

[ttt ulfe]) dt = min [ w(t, altl uft]) dt = VO (to, x() (7)

to to

holds.

3.2 Nonautonomous Attractors

Organizer : Mark Vishik

Key note lecture

Attractors of Nonautonomous Evolution Equations
Mark Vishik
Institute for Information Transmission Problems, B.Karetny 19, Moscow 101447
GSP-4, Russia

email: vishik@iitp.ru

1. Nonautonomous evolution equations and the corresponding processes. Time-
symbols of such equations and their hulls. Uniform attractors for a family of processes
with translation compact symbols. Uniform attractor for nonautonomous 2D Navier-
Stokes system, reaction-diffusion systems, dissipative nonlinear hyperbolic equations
and other systems.

2. Upper and lower bounds for the fractal dimension of the attractors for the equa-
tions with quasiperiodic symbols. Upper bounds for Kolmogorov e-entropy of the uni-
form attractor for the above equations with translation compact forcing terms and in-
teraction functions.

3. Trajectory attractor for evolution equations without uniqueness of solution to the
corresponding Cauchy problem or for equations for which the uniqueness is not proved
yet. Construction of trajectory attractor for 3D-Navier-Stokes system, for dissipative
hyperbolic equation with arbitrary polynomial interaction term and for other equations.
Convergence of the trajectory attractors of finite dimensional Galerkin approximations
to the trajectory attractor of corresponding system.

4. Trajectory attractor for an evolution equation that singularly depends on a param-
eter. Trajectory attractor for an evolution equations with rapidly oscillating coefficients
and their limit — the trajectory attractor of the averaged equations. Examples.

The exposition follows the papers of V.Chepyzhov and M.Vishik.
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Invited lectures

Kolmogorov Epsilon-entropy of Attractors of Non-autonomous
Evolution Equations
Vladimir Chepyzhov
Institute for Information Transmission Problems, B.Karetny 19, Moscow 101447
GSP-4, Russia
email: chep@iitp.ru

It is well known that global attractors of many autonomous dissipative equations and
systems of mathematical physics have finite fractal dimension. Among such equations
are: the 2D Navier-Stokes system, the reaction-diffusion systems, the Ginzburg-Landau
equation, the nonlinear hyperbolic equation with damping and others.

In this report we consider uniform attractors of the corresponding non-autonomous
equations and systems whose coefficients, external forces or interacting functions de-
pend on time explicitly. All time-dependent terms of a particular equation are called
the time symbol of this equation. The symbol is a quasi-periodic function, or an almost
periodic function, or a general translation compact function with values in an appropri-
ate Banach function space. It is proved that the uniform attractors of the mentioned
above non-autonomous equations have finite fractal dimension if the time symbols are
quasi-periodic. Moreover the upper estimate of the fractal dimension of the uniform at-
tractor has two summands. The first summand coincides with the upper estimate of the
global attractor of the corresponding autonomous equations, while the second summand
is the number of rationally frequencies of the quasi-periodic symbol of the equation. At
the same time, examples show that the fractal dimension of uniform attractors of non-
autonomous equations can be infinite, when the symbol is an almost periodic function
of time. This observation leads to the study of the Kolmogorov e-entropy of uniform
attractor since the s-entropy describes the complexity of infinite dimensional compact
sets in functional spaces.

We prove the following theorem. If the time symbol of the non-autonomous equation
is a general translation compact function then the e-entropy of the uniform attractor
does not exceed the sum of two terms: the first term is upper estimate of the global
attractor of the corresponding autonomous equation multiplied with log, (é) and the
second term is the e-entropy of the hull of the initial time symbol of the equation
measured on the finite time interval having the length of the order log, (%) We note
that in general the second term is the main term of the estimate as ¢ — 0. (In the quasi-
periodic case this term has the form £ - log, (é) , where k is the number of rationally
independent frequencies of the time symbol). In particular, the functional dimension of
the uniform attractor does not exceed the functional dimension of the hull of the symbol
of the non-autonomous equation under consideration. These results are applicable to
various equations and systems arising in mathematical physics.

This research is the joint work with Professor Mark Vishik.

Long time behavior in phase-field models with memory
Maurizio Grasselli
Dipartimento di Matematica - Politecnico di Milano
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email: maugra@mate.polimi.it

We present two thermodynamically consistent phase-field models with memory. One
is based on the linearized version of the Gurtin-Pipkin heat conduction law (cf. [1]),
the other is characterized by a linear heat conduction law of Coleman-Gurtin type
(cf. [2]). The formulation of Cauchy-Neumann initial and boundary value problems for
these evolution systems is framed in a history space setting. Namely, the summed past
history of the temperature is regarded itself as a variable along with the temperature
and the phase-field. Well-posedness results are discussed as well as long term behavior
of solutions. In particular, regarding the first model, suitable conditions are stated in
order to ensure the existence of a uniform absorbing set. In the second case, taking
advantage of a higher dissipation in the equation for the temperature, we can prove the
existence of a uniform attractor.
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Long time behavior of models of Cahn-Hilliard equations in deformable
media
Alain Miranville
Universite de Poitiers, Department de Mathematiques, France
email: miranv@wallis.univ-poitiers.fr

We are interested in the study of the long time behavior of models of Cahn-Hilliard
equations in elastic deformable continua. More precisely, we consider models of gener-
alized Cahn-Hilliard equations that take into account the effects of internal microforces
introduced by M. Gurting, coupled with the stationary Navier equation of linear elas-
ticity (we assume that the displacement gradient is small and that the deformation is
infinitesimal).

We prove that the variational formulation associated with the problem can be uncou-
pled, defining a type of system that we call weakly coupled (nonautonomous) system.

We define and study the notions of (uniform) attractor and of (uniform) exponential
attractor for a weakly coupled system and then obtain the existence of finite dimensional
uniform attractors for the weakly coupled Cahn-Hilliard equations.

Existence, uniqueness, and asymptotic behaviour of the solutions of
nonlinear hyperbolic equations
Giovanni Prouse
Dipartimento di Matematica - Politecnico di Milano
email: giopro@mate.polimi.it
Two hyperbolic equations of Mathematical Physics are considered, the first related
to traveling waves in a strip, while the second refers to nonlinear models of the vibrating
string and membrane, obtained without making any assumptions on the "smallness” of
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the motion and assuming a not necessarily linear stress-strain relationship. In the first
case, it is proved that the corresponding semigroup possesses a trajectory attractor,
constituted by the union of all bounded solutions of an associated set of equations.
Regarding the vibrating string and membrane models, it is possible to prove the existence
of a global solution and of an absorbing set.
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Attractors for nonautonomous dynamical systems
Bjorn Schmalfufl
Department of Applied Sciences
FH Merseburg
Geusaer Strafle
06849 Merseburg
email: schmalfussQin.fh.merseburg.de

We introduce a general nonautonomous dynamical system on a fiber bundle. Let P # ()
be the base of this fiber bundle and X (p) denote the fibers which are assumed to be
Polish spaces. This dynamical system is given by a cocycle

¢(t,p,-) : X(p) = X(6ip)
¢(t +7,D, ) = ¢(t7 0Tp7 ¢(7—7p7 ))7 ¢(07p7 ) = ldX(p)
for p € P, t, 7 € RT where 0 is a flow on P:
9t+7’ = et o 977 90 =idp

for t, 7 € IR. Note we do not assume that P carries any structure. In particular, we do
not suppose that P is compact. An attractor of the nonautonomous dynamical system
is a multifunction p — A(p) with compact images such that we have a generalized
muariance:

o(t,p, A(p)) = A(Oip).

In addition, we have pull back convergence:
lim dist((t,0_p, D(0_1p)), A(p)) = 0

where D is a multifunction contained in the basin of attraction. If P carries a measur-
able structure then A is called a random attractor.
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Conditions for the existence and uniqueness of such an attractor will be formulated. We
will apply this general result to show the existence of attractors for the nonautonomous
and the stochastic Sine Gordon equation and the 3D stochastic Navier Stokes equation
(see [1]). In another application we will prove the existence of attractors for numeri-
cal schemes with nonequidistant steps (see [2]). In addition, we will study Lyapunov
functions for nonautonomous dynamical systems introduced above (see [3]).
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Contributed talks

Dynamics of the slightly compressible Navier-Stokes equations
Cédric Galusinski
MAB, Umiversité Bordeauz [
email: galusins@math.u-bordeaux.fr

The subject of this talk is to compare the long time behavior of the solutions of a
slightly compressible Navier-Stokes equations and the ones of the incompressible Navier-
Stokes equations (INSE), in a two dimensional bounded set €. We conclude by com-
paring the bounds of the fractal dimensions of the global attractors related to the two
considered systems.

The considered slightly compressible model of Navier-Stokes equations reads,

out — v A uf —uf Arot u® + Vrt = f
e20m® + div uf =0 (1)
u (0) =uy  7(0) =g,

where u A rot u = rot u (ug, —uy)' = (Oruz — ouy) (uz, —uy)’.
We consider Dirichlet boundary conditions on 0. This is an approximation of
(INSE) which corresponds formally to e = 0 without forced initial data on the pressure.
The dynamic of the problem (1) was firstly studied in [3] but the size and the fractal
dimension of the global attractor was not estimated uniformly with respect to . Here,
we introduce new results [1] [2]. We denote by P the orthogonal Leray projection on
the subspace of L*(Q2)? of free divergence functions and uf = (I — P)u*,

Theorem 1 For smooth enough initial data (u§,en§) and for € < g¢ (gy fixed), there
exist 0 and K, two nonnegative constants independent of €, such that

W) + 157 ()3 < 4(Judy 3 + PP (O)R)e + K,
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with Vp® =eVn® + (I — P) (Pu® Arot (Pu®) + v A Puf).
For other boundary conditions, an asymptotic expansion (w. r. to €) can be given,

ujy = ezuh +y Pt =u+e®ul +.., mf=m+%p +

where (u,7) are solution of (INSE), u|, p' are explicitly given in function of (u, ).

Theorem 2 For an adequate norm and fore < ey, €| small enough, the fractal dimension
2
of the attractor A° in the variable (uf,e7¢) is bounded by G* = Al

Iy2 -+
VEXY

The fractal dimension of the global attractor related to (INSE) is bounded by G. This
difference is only due to the fact that the system (1) is not fully dissipative.

References

[1] P. Fabrie, C. Galusinski. The slightly compressible Navier-Stokes equations revis-
ited Nonlinear Analysis, to appear.

(2] C. Galusinski. The fractal dimension of... Asympt. Anal., submitted.

(3] J.M. Ghidaglia, R. Temam. Long time behavior for partly dissipative equations: the
slightly compressible 2D-Navier-Stokes equations Asympt. Anal., 1:23-49, (1988).

Hausdorff dimension estimates by use of adapted Carathéodory outer
measures and applications to invariant sets with an equivariant tangent
bundle splitting
Katrin Gelfert
TU Dresden, Germany
email: gelfert@math.tu-dresden.de

The contribution is concerned with upper bounds for the Hausdorff dimension of a
flow invariant compact set K C M which arises from an autonomous C2-vector field
f on M. Special Carathéodory outer measures are constructed which majorize the
Hausdorff measures (see [1]). They are defined via covering elements which are tubular
neighborhoods of arcs of smooth curves to approximate the fiber structure of the sets.
New coordinates are introduced in order to separate the components of the vector field
which act normally to the flow lines. The Hausdorff dimension bounds are formulated
in terms of the eigenvalues of the symmetric part 37 (p)(Vf(p) + Vf(p)*)m(p) of the
operator which generates the associated system in normal variations with respect to the
direction of the vector field (see [2]). Here 7(p) is the orthogonal projector onto the
linear subspace orthogonal to the vector f(p) and V f(p) is the covariant derivative of
f in p. Assuming special properties of the stable and unstable manifolds of equilibrium
points the results are derived for vector fields having a finite number of such equilibrium
points in the considered invariant set.

Suppose that the compact and flow-invariant set K C M without equilibrium points
possesses an equivariant tangent bundle splitting Tx M = E° @& E' @ E? with respect
to the flow. Then an entropy term of the flow can be indroduced into the dimension
estimates. Considering the long-time behavior of the flow dimension bounds are de-
rived including uniform Lyapunov exponents with respect to the splitting of the tangent
bundle.
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Posters

On the Bounded Solutions of Autonomous Ordinary Differential Equations
Andrey Ignat’ev
Donetsk State University, Ukraine
email: ignat@iamm.ac.donetsk.ua

Consider an autonomous system of ordinary differential equations

dx
= X(), (1)
where z, X € R", t is time, X is continuous function, satisfying a Lipschitz condition
on any compact. Denote

2(t) = x(mo, 1) (2)
the solution of the system (1) with initial data x(0) = zy. Suppose that the semitra-
jectory (2) is bounded under ¢ > 0, and all its w-limit points are initial points of stable
semitrajectories. Then x(t) = y(t) + z(t), where y(¢) is almost periodic function, and
z(t) is vanishing function, i.e. tllglo z(t) = 0.

On the Periodic Solutions of Ordinary Differential Equations
Tatyana N. Tupchiy
Donetsk Railway Institute, Ukraine
email: tanya@imail.dc.ukrtel.net

Consider a system of ordinary differential equations

dx
o = X(t2), (1)
where z, X € R"; t is time, X is continuous function, satisfying a Lipschitz condition
on any compact. Besides we assume the function X (¢,x) to be periodic in ¢ with the
period w;:

X(t+wy,x) = X(t,x).

Theorem. Let x(¢) be any periodic solution of the system (1) with the period ws.
If wy /we is an irrational number, then for every ¢, the function X (¢, (o)) is constant.
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3.3 Order-Preserving Systems

Organizer : Hiroshi Matano

Key note lecture

Order Preserving Systems in the Presence of Symmetry
Hiroshi Matano
University of Tokyo
email: matano@ms.u-tokyo.ac.jp

Toshiko Ogiwara
Josair Unwversity
email: toshiko@math.josai.ac.jp

Given an equation with certain symmetry such as symmetry with respect to rotation
or translation, an important questions is whether or not the symmetry of the equation
is inherited by its solutions.

In this lecture, which is based on a joint work with Toshiko Ogiwara (Proc. Royal
Soc. Edinburgh 129 (1999), Discrete and Continuous Dynamical Systems 5 (1999)),
we will first discuss the above question in a general framework of order-preserving dy-
namical systems under a group action and establish a theory concerning symmetry or
monotonicity properties of stable equilibrium points.

In short, our result states that if G' is the group of symmetry and if u is a stable
equilibrium point (or a fixed point) of the dynamical system in an ordered metric space,
then either Gu = {u} or Gu is a totally ordered set homeomorphic to R.

The results we present here are extensions of those of Mierczynski - Polacik and
Takac in the late 1980’s, in which they required that the dynamical system be strongly
order-preserving and the group of symmetry be compact and connected. We do not
require the compactness of the group, which makes the theory applicable to the study
of travelling waves. We have also relaxed the assumption that the dynamical system
be strongly order-preserving, which allows our theory to deal with some degenerate
equations and equations on unbounded domains. It should be noted that our idea is
closely related to the so-called sliding method introduced by Berestycki and Nirenberg.
In other words, it is, in some sense, an abstract formulation of sliding method.

As applications of our theory, we will show, among other things, the following:

(i) rotational symmetry of solutions of nonlinear elliptic equations;

(ii) instability of periodic solutions for equations of surface motion;

(iii) monotonicity of travelling (or “pseudo-travelling”) waves.

We will also show, under additional assumptions, that stability implies asymptotic
stability (or stability with asymptotic phase). Using this general result, we can show

uniqueness and asymptotic stability of travelling or pseudo-travelling waves for a class
of nonlinear diffusion equations and systems, including degenerate ones.



Order-Preserving Systems 169

These results for the travelling waves put the earlier results by Volpert-Volpert-
Volpert, Vega, Chen and other people in a more unified perspective.

Invited lectures

Order-preserving random dynamical systems
[gor Chueshov
Kharkov Unwversity, Ukraine
email: chueshov@ilt.kharkov.ua

We present the general concept of an order-preserving (or monotone) random dy-
namical system and we apply well-developed deterministic ideas to study the long-time
behaviour of the trajectories and the properties of random attractors of these systems.
As a main example we consider the random dynamical system generated by a coupled
system of reaction—diffusion equations of the form

8,510]' = AU]' =+ fj(ul, .. .,um) =+ Z hkj(uj) - O'k(t,w), ] = 1, s, M,
k=1

in a smooth bounded domain D C IR with the Neumann boundary conditions. Here
A is the Laplace operator, f = (fi..., fm) : R™ — IR™ is a C''-mapping satisfying the
so-called cooperativity condition, hy; : IR — IR are smooth functions and {oy(t,w)} is a
family of (generalized) random stationary processes (white noise case is not excluded).
We give the conditions that guarantee the existence of random equilibria and we study
their stability properties under various additional assumptions concerning the functions
fi(ur, ..., up) and hyj(u;). We note that in contrast with the deterministic autonomous
or periodic case random order-preserving systems can possess nontrivial completely or-
dered omega-limit sets. Our consideration relies crucially on the concept of sub- and
super- equilibria which for the deterministic case is well-known, and for the random case
was introduced in [1]. We also use random and stochastic comparison principles.

The results presented are based on ideas and methods which were developed in col-
laboration with L. Arnold [1,2] and with P. Vuillermot [3,4].
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Principal spectrum for nonautonomous linear parabolic PDEs
Janusz Mierczynski
Wroctaw University of Technology
email: mierczyn@im.pwr.wroc.pl

We generalize the concept of principal eigenvalue to the case of a nonautonomous
linear parabolic partial differential equation

u = Au+a(t,x)u, telR, e,

where Q C IRY is a bounded domain with sufficiently smooth boundary and a: IR x Q —
IR is a bounded continuous function uniformly Holder in both variables. The equation
is complemented with Dirichlet boundary conditions.

The idea of the generalization is the following. Consider a linear skew-product semi-
flow generated by the family of equations

u = Au+b(t,x)u, te€IR, €,

where b belongs to the closure in the supremum norm of the set of all time-translates of
a. For that semiflow there is a canonically defined one-dimensional invariant subbundle
S ([2]), which can be characterized as the set of all global solutions that are of the same
sign for all ¢ € IR ([1]).

The principal spectrum of the equation is defined as the dynamical (Sacker—Sell)
spectrum (see [3]) of the skew-product semiflow restricted to S.

References

[1] J. Mierczynski. Globally positive solutions of linear parabolic partial differential
equations of second order with Dirichlet boundary conditions. J. Math. Anal.
Appl., 226(2):326-347, (1998).

[2] P. Poléacik and I. Teres¢dk. Exponential separation and invariant bundles for maps
in ordered Banach spaces with applications to parabolic equations. J. Dynam.
Differential Equations, 5(2):279-303, (1993).

3] R. J. Sacker and G. R. Sell. A spectral theory for linear differential systems. .J.
Differential Equations, 27(3):320-358, (1978).

Stable subharmonic solutions of reaction-diffusion equations
Peter Polacik
Institute of Applied Mathematics, Comenius University, Bratislava
email: polacik@fmph.uniba.sk

We consider the Neumann problem for time-periodic reaction-diffusion equations. The
asymptotic behavior of most bounded solutions of such equations is governed by stable
periodic solutions. We address the question whether a stable periodic solution can be
subharmonic, that is, whether its minimal period can be larger than the period of the
equation.

Special attention will be given to nonlinearities that are spatially homogeneous, that
is, they do not depend on the spatial variable explicitly. We show that, unlike in
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the nonhomogeneous case, the answer depends on the shape of the domain. Stable
subharmonic solutions cannot occur on a convex domain, but they do occur on some
nonconvex domains.

Posters

Star Product for Bimodal Maps
José Paulo Lampreia
Departamento de Matemdtica, Universidade Nova de Lisboa
email: jpl at mail.fct.unl.pt

Ricardo Severino
Departamento de Matemdtica, Universidade do Minho
email: ricardo at math.uminho.pt

José Sousa Ramos
Departamento de Matemdtica, Instituto Superior Técnico, Universidade Técnica de
Lisboa
email: sramos at math.ist.utl.pt

This communication will discuss a symbolic star product of the dynamics of iterated

cubic maps from the real line to itself. We also characterize the subsets in the parameters
space that are self-similar.

3.4 Qualitative Theory of Parabolic Equations

Organizer : Peter Polacik

Invited lectures

On the gradient structure of the FitzHugh—Nagumo system
Carlos Rocha
Instituto Superior Técnico
email: crocha@math.ist.utl.pt

We consider the system of partial differential equations

u = diAu+ f(u) —v
vy = daAv + du — yv x € €. (1)
U,(.’L‘,O) = U,()(ZL'), U(ZL‘,O) = Uo(.’lf)

with Neumann or Dirichlet boundary conditions on © € IR™ and sufficient conditions on
[ to ensure the existence of a global attractor for the semigroup generated by (1). A
typical nonlinearity f is the cubic function f(u) = p(u — u?).

Due to the abundance of results on gradient-like systems, the existence of a Lyapunov
functional for (1) has been considered in the literature for particular parameter regimes.
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For example, if dy = 0 the system generated by (1) is gradient-like in the region § < 2
and the same result holds for a shadow system obtained from (1) by a limiting process
as dy — +o00.

We present a Lyapunov functional for (1) holding in the general case (0 < dy,ds <
+00) and draw some immediate consequences for the structure of the attractor.

This is a collaboration work with Pedro Freitas.

Reaction-diffusion equations on thin domains
Krzysztof P. Rybakowski
Universitat Rostock
email: krzysztof .rybakowski@mathematik.uni-rostock.de

We consider reaction-diffusion equations on thin domains obtained by squeezing a
given domain in some space direction by a factor e > 0. We show that as € — 0
the corresponding dynamical systems tend to a limit system, generated by a parabolic
equation on a graph. We also obtain the upper-semicontinuity of attractors as e — 0,
thus extending some earlier results of Hale and Raugel proved for domains lying under
the graph of a function. (Joint work with Martino Prizzi)

Reaction-Diffusion Systems with Skew-Gradient Structure
Eiji Yanagida
University of Tokyo
email: yanagida@ms.u-tokyo.ac.jp

We consider the reaction-diffusion system

Tu, = DAu+ f(u) in €,

RD
% =0 on 09. (RD)
v
Here Q is a bounded domain in IRY, v = u(z,t) € R", T = diag(ry, - - -, 7,) with 7; > 0,

D = diag(dy,---,d,) with d; > 0, and f : IR" — IR" is a smooth function of u. We say
that the above system has skew-gradient structure if the nonlinear term f is written as

f(u) = QV.H(u)

with some function H(u) : IR" — IR and n x n matrix @ = diag(1,---,1,—1,---,—1). In
short, the skew-gradient system is a sort of activator-inhibitor system which resembles
a gradient system but has nonlinearities with different sign.

In this talk, we discuss some fundamental properties of reaction-diffusion systems
with skew-gradient structure. Any stationary solution of the skew-gradient system (RD)
corresponds to a critical point of the functional

Jv] = /Q {%(Dvxv,vaw - H(v)} dx.

We study its stability as a steady state of (RD) and min-maximizing property as a
critical point of J[v].



Qualitative Theory of Parabolic Equations 173

Contributed talks

Logarithmic Sobolev inequalities and the rate of convergence to
equilibrium for parabolic equations of Fokker-Planck type
Anton Arnold
Fachbereich Mathematik, TU-Berlin, MA 6-2, D-10623 Berlin, Germany
email: arnold@math.tu-berlin.de

In this talk we are concerned with the large-time behavior of the Cauchy problem for
linear Fokker—Planck type equations (advection-diffusion equations). These problems
appear as homogeneous versions of kinetic Fokker-Planck models, e.g. In particular, we
use the entropy method to analyze the rate of convergence to the equilibrium. Specifi-
cally, we consider the IVP for the Fokker-Planck type equation

p=div(Vp+pVA), z€R,t>0; p(t=0)=p;€Li(R")

with a given potential A = A(x) such that the steady state p,, = e~ € L'(IR).

For a wide class of problems the solution converges (in a weighted L?-space) expo-
nentially to the unique steady state, which is due to the spectral gap of the Hamil-
tonian that governs the evolution of the symmetrized problem. To extend this re-
sult to more general initial data we analyze the time decay of the relative entropy
e(t) = ep(p(t)|poo) = flRw(%) Poo(dz), generated by the convex function ¢ (o), o > 0
with (1) = ¢'(1) = 0. The idea of our analysis is to derive a differential inequality
for the entropy production I(t) = Iy(p(t)|ps) = ey(p(t)]pos) < 0 and the entropy

production rate I'(t). For uniformly convex A(zx), i.e. (82619)) > M, z € R, we get
d
S 1(8) = =2AI(t) + 1y (p(t)), (1)

with a non-negative remainder r,,(p(t)). This shows the exponential decay of I(¢). An
integration in ¢ then gives

I(t) = €'(t) < —2Xe(t), (2)
and the relative entropy converges to 0 exponentially with rate —2\.

(2) is the entropy version of a convex Sobolev inequality. For the physical entropy
(¢(0) = olno—o+1) and Gaussian steady states py, = M, (with standard deviation a)
(2) can be transformed to the well-known Gross logarithmic Sobolev inequality (L. Gross,
Lecture Notes in Mathematics, 1563, 1993):

f2
/IR £21n (m) M, (dz) < 2a /IR V2 M, (dz), Vf e L2(dM,).

From the precise form of the remainder r,, in (1) one can deduce sharpness conditions
On P, Pso, and 1 such that (2) becomes an equality.
References
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The stability of solutions of the differential equations
Ilya Boikov
Penza State University
email: boikov@diamond.stup.ac.ru

In [1] the stability criteria for solutions of systems of differential equations in the
critical case of one zero root, based on analysis of spectrum of the Jacobi matrix for
the right-hand side of the equation in a neighborhood of the solution is received. This
method was generalized for investigation of stability of solutions of differential and
difference equations in a Banach spaces and in all possible critical cases [2]. In the paper
[3] this generalization was used for investigation of a domain of stability of systems of
differential equations. In the paper [4] the Aizerman’s problem was decided for a self-
adjoint matrix. In the papers [5,6] the problems of stability of differential equations
with lateness, of stability of the differential equations with a small parameter attached
to derivative are investigated. In this paper we diffuse these results for receiving of some
sufficient conditions of stability of differential equations of parabolic and hyperbolic
types. In particular we study systems of partial differential equations of the following

type

¢ 2
aul(t,azgl,azg) _ au(t)a ul(éxxhxg) +an(t )8 Ul(é;;gl;l?)_'_
2
+a13(t)% (t )% + qi(t, T, u),
L (1)
Quy(t, x1, o) 0? wy (¢, T, T2) 0? wy (¢, T, )
SRR = gy, (1) R g, () TRty
ot - ' 21()) 6?8 ¢ ()) 81:%
U2V, T1, T2 U2V, L1, T2
\ +a23(t) —a{L‘% ( )—a{L‘% —+ gg(t,l‘, U,)
with starting conditions
u(to; v1, ) = uo(z1, 2). (2)
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Periodic Orbits and Attractors for Autonomous Reaction-Diffusion Systems
Matthias Buger
Justus-Liebig- Universitat Giefsen
email: matthias.bueger@math.uni-giessen.de

Let n € IN and 2 C IR" be a bounded domain with smooth boundary. It is a well
known fact that bounded solutions of an autonomous reaction-diffusion equation of the
form u; = Aug, +q(u), t > 0, z € Q with Dirichlet-boundary conditions and A > 0 tend
to stationary solutions. Far less is known about solutions of systems of autonomous
reaction-diffusion equations such as

%(Z)Z)\A<z>+g<z>,t>0, z€Q (1)

with Dirichlet boundary conditions and A > 0. In order to understand the dynamics of
reaction-diffusion systems, the description of the dynamics of the model system

i) () () () () o0 ven o

can be looked at as a first step. We will see that the dynamics of (2) seriously differs
from the dynamics of one equation; in particular, periodic motion can occur.

If dimQ =1, i.e. © is an interval, then we can prove a Poincaré-Bendixson result for (2)
which means that all solutions tend either to zero or to a periodic orbit. We examine
these periodic orbits and prove qualitative statements on the dynamics of all solutions
of (2) using torsion number results. This is a concept for the examination of symmetric
reaction-diffusion systems which is related to oscillation numbers for one equation.

If dim €2 > 1, then the existence of a stable periodic orbit can be proved under appro-
priate smoothness and monotonicity conditions on f. Furthermore, we can describe a
part of the global attractor including the stable periodic orbit, the zero solution and all
connections between them.
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Recents Results in Micromagnetism
Pierre Fabrie
MAB, Université Bordeauzr 1 et CNRS
email: fabrie@math.u-bordeaux.fr
In this work, joint with Gilles Carbou, we study a model of ferromagnetic material
governed by a nonlinear Laudau-Lifschitz equation coupled with Maxwell equations (1).

%+u/\%:2u/\(aAu+H) in R™ x ©,

] 1
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with appropriated boundary conditions and initial data. Let us assume that
uy € H'(Q) , Hy € I*(R*) , Ey € IL*(R?), |ug| =1 a.e., div (Hy + 1) =0. (H)

This system describes electromagnetic waves propagation in a ferromagnetic medium
confined to the domain 2. In the ferromagnetic model the magnetic moment denoted
by w links the magnetic field H with the magnetic induction B through the relationship
B = u(H + u). Moreover u is a vector field which takes its values on the unit sphere
of IR®. Finally ¢ is the dielectric permittivity and p is the magnetic permeability. This
model is described in detail in [2]. The quasistatic model corresponds to =0, € = 0.
After proving that under the assumption (), equation(1) has at least one weak solution,
we establish :

Theorem 1 Under assumption (H), if u is a weak solution of (1), each point v of
the w-limit set of the trajectory u is a weak solution of the steady state system.

Theorem 2 Consider a sequence (¢(n), u(n)), which tends to (0,0) as n — +oo
with p(n)/e(n) bounded. Then under the assumption (H) if u™ denotes a weak solution
of (1) with ¢ = e(n) and p = p(n), there exists a subsequence (u™ ) converging to u,
solution of the quasistatic model.

Theorem 3 Let us assume ug € H?(S2), 9%

time T > 0 depending only on the size of the data, and a unique u such that for any
T <T;, uec((0,7); H*(Q)) N L*((0,T); H*(Q)).
Moreover lir% Tx = +oo and for any T > 0, uq — win L? ((0,7); H*(Q)) with

a—

=0, |ug| = 1. Then there exists a

%_MH(U)MA(MH(U))ZMH|Rt><Q (2)

Acknowledgements: The authors wish to thank professors T. Colin, J.L. Joly, M.
Langlais, and G. Métivier for many stimulating discussions.
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Connecting equilibria by blow-up solutions
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Radial solutions of the equation

uy = Au + e

on an N-dimensional ball are studied for 3 < N < 9. We discuss blow-up-connections
between equilibria. By a blow-up-connection from an equilibrium ¢~ to an equilibrium
¢ we mean a function u(-,t) which is a classical solution on the interval (—oo,T") for
some 1" € IR and blows up at 7" but continues to exist in an appropriate weak sense for
t € [T,00) and satisfies

u(-,t) = ¢* as t— oo

in a suitable sense.

On a Class of Selfsimilar Solutions of a Third-Order Model for the
Shearless Turbulence Mixing Layer
Vladimir Grebenev
Institute of Computational Technologies SB RAS, Novosibirsk, Russia
email: vova@lchd.ict.nsc.ru

Boris Ilyushin
Institute of Thermophysics SB RAS, Novosibirsk, Russia
email: ilyushinQitp.nsc.ru

We study similarity solutions in the problem on the interaction and mixing between
two semi-infinite homogeneous turbulent flow fields of different scales. The modelling
study of this turbulence mixing layer is based on using a third—order model. This model
includes a transport equation for the vertical component < w? > of the turbulent kinetic
energy and two equations of diffusion type for the triple correlation < w?® > and for the
spectral flux e of the turbulent kinetic energy. We analyze this model in the case of
planar geometry. A self-similar solution of this system is a solution of the form

<w'>=tf(), <w'>=tVg(), e=t"h(Q),

E=tM12—2), 20=0t "+6, O =const, k=12

The free similarity exponent p has to be determined from a solution of the obtained
nonlinear eigenvalue problem. This is a typical situation appearing in problems of
nonlinear diffusion where a conservation law does not exist. The boundary conditions
are determined by the physical model, the functions f(&), g(&), h(§) tend to given,
generally speaking, positive limits at £ — 4o00. To find a solution to this nonlinear
eigenvalue problem, we note that self-similar solutions can be found as steady-state
solutions of the original system of partial differential equations after rewriting it in the
new independent variables © = t#(z — z;), 6 = log t.

In the present article, we study the steady-states solutions and prove that there exists
a positive steady state. The existence of a steady-state solution of this type implies that
on this solution the system of equations will be transformed, returning to the original
variables, into a system of two equations for < w? > and € in general. For the function
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< w? >, we get a relation which is similar to a diffusion relation in the algebraic triple-
correlation model. In other words, we prove that there is a regime of the turbulent flow
which can be described in the framework of more simple model of second-order.

This work has been supported by INTAS Grant No. 97-2022.

Bifurcation of an equilibrium point in singularly perturbed parabolic
system with transformed argument
Ivan Klevchuk
Chernivtsi State University, the chair of mathematical modelling
email: klevchuk@chdu.cv.ua

We consider the system of singularly perturbed parabolic equations with transformed
argument

L(g)0u/0t = D(t)0%u/0z* + A(t)u + B(t)ua + f(t, x,u, us) (1)

with periodic condition wu(t,z + 27) = u(t,x). Here € is a small positive parameter,
L(e) = diag[l,,el,),m+p = n, ua = u(t,r—A), Ais a transformation of the argument,
matrices D(t), A(t), B(t) and function f : IR**? — IR" are 27 periodic with respect
to t, f(t,z,u,v) = O(|u* + |v|*) when |u|+ |v| = 0, the matrix L~ !(g)D(t) is positive
definite.

We will search the solution of system (1) in the form of Fourier series

Z yr(t) exp(—ikz). (2)

k=—00

Substituting (2) into (1), we obtain a countable system of differential equations in Fourier
coefficients.

Let the following conditions are valid.

1) All roots of the characteristic equations det(Myg4(t) — AI) = 0 lie on the halfplane
ReX < 0, where My (t) = —k*D(t)+A(t)+ B(t)exp(ikA), My (t), Mya(t), My3(t), Mra(t)
are blocks of matrix My(¢).

2) The monodromy operator for linear equations dvyg/dt = Py(t,e vk( ), Pe(t,e) =
M1 (t) + Mo (t) ho(t) +& Mo () hi(t), ho(t) = —M, () Mys(t), hi(t) = M, (t) [dho/dt+
hoMp1(t) + hoMyia(t)ho], has a pair of roots expla(e) £ if(e)], a(0) = 0, &/(0) # 0,
£(0) # 0, and the remaining roots satisfy || # 1.

Since the conditions 1, 2 are fulfilled, the center manifold of the countable system
of differential equations exist. If o/(0) and the first Liapunov value for the equation on
manifold have opposite signs, an invariant torus of system (1) exist. It will be condi-
tionally stable if o/(0) > 0. The solutions on the torus may be periodic or quasiperiodic
in dependence of the rotation number. These solutions are obtained by normal forms. If
the rotation number on the torus satisfies some condition then subfurcation of periodic
solutions occurs.
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Inertial Manifolds and a Modified Strong Squeezing Property
Norbert Koksch
TU Dresden
email: koksch@math.tu-dresden.de

We study dissipative nonlinear evolution equations
o+ Au = f(u)

in a Banach space X. We are interested in the existence of positively invariant, ex-
ponentially attracting, smooth, finite dimensional manifolds M, the so-called inertial
manifolds, see [1]. Usually inertial manifolds are seeked as the graph of a smooth func-
tion ¢ over PX where P is a finite projector.

It appears that independent of the method used a special condition is utilized pre-
dominantly of the form

Ay — Ay > CL(A] + AY),
usually referred to as a spectral gap condition. This spectral gap condition assumes that
the spectrum of A is split into a finite set of eigenvalues with real part less or equal
to A; and the remaining set of eigenvalues with real part greater or equal to Ay, and
that the difference of Ay and A; is large enough to majorize CL(AY + AY), where L is a
Lipschitz constant for f, v € [0, 1] is an additional parameter depending on f, and C'is
a technical constant depending on the particular proof used.

Since the spectral gap condition is the most restrictive condition with regards to
applications, it is of interest to weaken this condition or even to find sharp conditions.

One way to weaken the assumptions is to work out the essential properties of the
semiflow which are used for the construction of the inertial manifold. Such properties are
the cone invariance and the squeezing property. The cone invariance property describes
the fact that the difference of solutions cannot leave a certain cone. This property is
mainly used to prove the existence of the manifold. Robinson [2] has shown that the
cone invariance property is sufficient to prove the existence of an invariant Lipschitz
manifold. The squeezing property requires that the difference of each pair of solutions
decays exponentially as long as the difference is outside of a possibly another cone; it
is used to prove the attraction properties. Together both properties are called strong
squeezing property, see [2].

We shall replace the strong squeezing property by introducing a modified strong
squeezing property consisting of a cone invariance property and a modification of the
squeezing property. To assume this property is a natural assumption and it is also
sufficient for the existence of an inertial manifold having the asymptotic completeness
property. We show that in general the modified strong squeezing property is weaker
than the strong squeezing property.
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Banach contraction principle in parabolic problems
Henryk Leszczynski
Institute of Mathematics, University of Gdansk
email: hleszcz@ksinet.univ.gda.pl

The differential-functional problem

n

Dyu(t,xz) — Z aji(t, v) Dy qu(t,v) = f (t,ZL‘,U(tyx))

jl=1

is transformed to a fixed point equation © = T u which is solved by means of the
iterative method u**? = T w(®. The Banach contraction principle (=BCP) provides
the error estimates

a2 — w0 < 0t — a9 e (0,1),

provided the Lipschitz condition is satisfied. We discuss the question how far the BCP
is from nonlinear cases.
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Unfocused blow up in semilinear parabolic equations
Julia Matos
CMAF, University of Lisbon
email: jmatos@lmc.fc.ul.pt

The aim of this talk is to study the blow up behaviour of radially symmetric solutions
u of a semilinear parabolic equation, around a blow up point other than its centre of
symmetry. We show that u behaves as if a one-dimensional problem was concerned,
that is the possible blow up patterns around an unfocused blow up point are the ones
corresponding to the case of dimension N = 1.

Collision of Layers in a Scalar Reaction-Diffusion Equation of 1-Space
Dimension
Yoshihisa Morita
Department of Applied Mathematics and Informatics, Ryukoku University
email: morita@rins.ryukoku.ac. jp

We are concerned with the following scalar reaction-diffusion equation:

Uy = EUyy +u(u —a)(l —u), —oo< < o0,
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where € > 0 and 0 < @ < 1/2 are parameters. One can observe that for small e,
transition layers emerge from appropriate initial data and those move with speed O(e)
as long as each layer is apart from the others of distance O(1). This dynamics of the
layers was well studied mathematically. It is also known by numerical computations
that two facing layers collide and eventually collapse in a finite time. In this lecture we
show rigorously the collision and the collapse of any two facing layers starting from a
suitable initial function. We also estimate the life time of the layers. A key tool used
in the study is a lower solution globally defined for ¢ > 0. This is joint work with M.
Mimoto [2].
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Formation of stable inner layers in diffusion equations: necessary and
sufficient conditions
Arnaldo Do Nascimento
Universidade Federal de S. Carlos
email: arnaldon@dm.ufscar.br

In [1], S.B. Angenent, J. Mallet-Paret and L.A. Peletier classified all stable stationary
solutions of a one-dimensional space semilinear boundary value problem which appears
as a simplified model in population genetics. Their problem naturally generalises to
N-space dimension as follows:

Ove =2 Av.+v(l —v)[v — a(w)]
ot
with 9v./0n = 0 on 0Q and Q C IRY. In particular, in [1] every solution develops
inner transition layer with interface located at the zeros of a(z) — (1/2). For the ease of
presentation we work with the nonlinearity f(z,v) = (v+1)(1 — v)[v — a(z)].

We know from [2] that given a smooth hypersurface S in €2, one of the necessary
conditions for a family v, of stationary solutions of the above equation to develop an
inner transition layer, as ¢ — 0 , with interface S is that the N-vector equation holds

/S a(z)(z)dS = 0

where n(x) stand for the outward normal vector on S.

Given a nodal hypersurface S of a(x) we will give sufficient conditions on a for the
existence of a family of solutions as above having S as interface. We suppose that S
lies between two arbitrarily narrow N-dimensional annulus on each of which a(z) is
radially symmetric and satisfies two technical conditions. Our method of proof relies on
techniques based on I'-convergence and on sub- and super-solutions. More specifically
we take two e-families of conveniently defined functionals whose ['-limits, as ¢ — 0,
have each of them, an isolated local minimiser in BV (; {«(r), 5(r)}), the space of
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functions of bounded variation in €2 which assume only two values: «(r) and 3(r). Here
alr) = (1/3)a(r) — (3a2(r) + 9)]Y% and B(r) = (1/3)[a(r) + (3a®(r) + 9)]*/2. Close to
each of these minimisers (in the L'-topology ) there is a local minimiser of the original
functional. These, by its turn, will generate a sub- and a super-solution of the original
equation and existence of a solution, for € small, follows.

Sufficient conditions for the existence of such solutions for equations like the above
one but with variable diffusivity and the nonlinearity f(x,v) satisfying the generalized
equal-area condition [’ f(z,€)dé = 0, Yz € Q, where a and b are zeros of f (not
necessarily consecutive), will be provided.
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On the stabilization of bounded solutions to parabolic systems with
analytic nonlinearity and Liapunov functionals
Mikhail Vishnevskii
Leading Researcher of Sobolev Institute of Mathematics Siberian Branch of Russian
Academy of Science, Novosibirsk, Russia and Professor visitante Departamento de
Matamtica Universidade Federal do Par, Belem, Par, Brasil
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In this communication we consider a boundary value problem to parabolic systems
in bounded domains. We assume that the problem has analytic dependence of un-
known function and its derivatives. We also assume that the problem has a Liapunov
functional. Let u(x,t) denote the solution of problem in the classical sense. We say
that the solution wu(z,t) stabilizes (stabilizes in backward time) if u(x,t) converges as
t — +o00(t — —o0) to one stationary solution. It is shown that the uniformly bounded
for t > 0(< 0) solution to the problem stabilizes ( stabilizes in backward time). Let
us assume that the problem is dissipative. It is shown that the global attrator of this
problem consists of stationary solutions and connected orbits and the flow on global at-
trator is gradient like. In contrast, for one parabolic equation with many space variable
(and of course for parabolic system with one space variable) with Liapunov functional
the stabilization theorem becomes false. The example of such nonconvergent bounded
solution was constructed by P.Pol¢hik and K.Rybakovskii. This example shows that it
is impossible to omit the assumption about the analytic dependence of nonlinearity.

3.5 Stability of Fronts and Pulses

Organizer : Bjorn Sandstede
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Key note lecture

Dynamics of pulses and fronts
Bjorn Sandstede
Ohio State University
email: sandsted@math.ohio-state.edu

Travelling waves form an important class of patterns that arise in a variety of applied
problems. The issue considered in this talk is the interaction between several well-
separated stable travelling waves. Suppose that a certain dissipative partial differential
equation posed on either the real line or an unbounded cylinder exhibits a stable pulse.
We begin by describing the ordinary differential equations that govern the interaction
of finitely many, well-separated copies of that pulse [1]. Equilibria of these differential
equations correspond to multi-hump pulses whose stability properties were studied, for
instance, in [5,6,7,8]. If infinitely many pulses are concatenated, the situation is far
more complicated. As a first step towards a more complete description, the stability
of spatially periodic wave trains with large period is considered. It has been proved
by Gardner that their spectrum consists entirely of essential spectrum; here, we locate
their spectrum [2]. A different type of interaction occurs for travelling pulses near
the onset to instability. Suppose that the homogeneous asymptotic rest state towards
which the pulse converges destabilizes. This bifurcation is often referred to as the Turing
bifurcation; typically, small spatially-periodic stationary patterns are created near the
asymptotic rest state. We show that the interaction between the pulse and these small
Turing patterns produces a continuum of time-periodic travelling pulses that resemble
a superposition of the pulse and the Turing patterns [3,4]. The main technique used
in the proofs of the aforementioned results are exponential dichotomies together with
Lyapunov-Schmidt and center-manifold reductions.
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Invited lectures

The stability of large pulse solutions
Arjen Doelman
University of Amsterdan
email: doelman@wins.uva.nl

First, it is shown that there exist various families of large-amplitude homoclinic
(multi-)pulse solutions in singular perturbed reaction-diffusion equations (on the real
line) under relatively mild conditions. Second, the stability of these pulses is investigated
using the Evans function. It is established that the natural slow/fast decomposition of
the Evans function exhibits singularities: the slow component can have poles at (some of)
the zeros of the fast component. The eigenvalues of the linearized stability problem, i.e.
the zeros of the Evans function, can be determined explicitly by the recently developed
‘NLEP method’; this method gives a leading order approximation of the slow component
of the Evans function. As a consequence, it can be shown that only the 1-pulse solutions
can be stable: all homoclinic multi-pulse solutions must be unstable. The methods will
be applied to the Gierer-Meinhardt problem.

Convergence to travelling waves in damped hyperbolic equations
Thierry Gallay
Unwversité de Paris-Sud
email: Thierry.Gallay@math.u-psud.fr

Genevieve Raugel
Université de Paris-Sud
email: Genevieve.Raugel@math.u-psud.fr

We discuss the stability of travelling waves for a nonlinear damped hyperbolic equa-
tion on the real line. This system depends on a characteristic time n > 0 as a parameter,
and reduces to the parabolic Fisher equation as 7 — 0. Using energy estimates and a
hyperbolic version of the maximum principle, we show that the travelling waves are sta-
ble against perturbations in a weighted Sobolev space. In the important case of fronts
travelling with minimal speed, we prove in addition that the perturbations decay to zero
like t3/? as t — 400 and approach a universal self-similar profile, which is essentially
independent of 7, of the nonlinearity, and of the initial data.

Slowly-modulated two-pulse solutions and pulse-splitting in the 1-D
Gray-Scott model
Tasso Kaper
Boston University
email: tasso@math.bu.edu

Arjen Doelman
Universiteit van Amsterdam
email: doelman@wins.uva.nl

Wiktor Eckhaus
Universiteit Utrecht
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email: eckhaus@math.uu.nl

Two pulse solutions play a central role in the phenomena of self-replicating pulses
in 1-D reaction-diffusion systems. In this talk, which is on a joint paper with Arjen
Doelman and Wiktor Eckhaus, we focus on the 1-D Gray-Scott model as a prototype. We
report on an existence and stability study for solutions consisting of two pulses moving
apart from each other with slowly varying velocities. In the various parameter regimes,
critical maximum wave speeds are identified, and ODE’s are derived for the wave speed
and for the separation distance between the pulses. The bifurcations in which these
solutions are created and annihilated, and in which they gain stability, are determined.
Good agreement is found between these theoretical predictions and the results from
numerical simulations. The inhibitor component is far away from its homogeneous
value, and slowly varying, between the pulses. Hence, the results presented here apply
to the strong pulse interaction problem. The main methods used are analytical and
geometric singular perturbation theory for the existence demonstration, and the nonlocal
eigenvalue problem (NLEP) method developed in our earlier work on stationary pulses
for the stability analysis.

Essential instabilities of travelling waves
Arnd Scheel
FU Berlin
email: scheel@math.fu-berlin.de

We analyze instabilities of travelling waves in reaction-diffusion systems caused by
the essential spectrum crossing the imaginary axis. As a typical example, we examine
travelling fronts and pulses whose asymptotic states undergo a Turing instability. Under
typical assumptions we prove bifurcation of stable modulated travelling waves asymp-
totic to small amplitude Turing patterns, if the Turing instability is created ahead of the
front. If the instability is created behind the front, we show that modulated travelling
waves cannot bifurcate and the primary front remains convectively stable. A pulse is
shown to move through a Turing pattern, leaving a recovery zone of Turing patterns,
which are growing in amplitude, behind.
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Existence and stability of modulating fronts
Guido Schneider
Mathematisches Institut, Universitat Bayreuth, 95440 Bayreuth
email: guido.schneiderQuni-bayreuth.de

Modulating front solutions look like a front like envelope advancing in the laboratory
frame and modulating an underlying spatially periodic pattern. They are transient solu-
tions which connect a spatially periodic equilibrium with the unstable spatially periodic
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ground state. A classical example is the bifurcating front connecting the Taylor vortices
with the trivial Couette flow for the Taylor-Couette problem in infinite cylinders. Here
we talk about existence and stability of such objects.

Contributed talks

Multi-pulse solutions in problems with the reflection symmetry
in an unbounded domain
Andrei Afendikov
KIAM RAS, Moscow
email: andre@spp.keldysh.ru

Let us consider an evolutionary autonomous system that is invariant under shifts
z +— z+const in the unbounded spatial coordinate z and reflection z — —z. We assume
that the basic fully symmetrical steady state loses stability via perturbations with the
spatial critical wave number k. = 0. That is the case for a variety of the physical prob-
lems, for instance: 3D Poiseuille problem on viscous incompressible fluid flows between
parallel plates, convection in inclined layer, film flows, chemical reactions and so on
(see [1],[2]). If the time periodicity is presumed together with periodicity in additional
unbounded directions then near the instability threshold the local study of the problem
can be reduced with the use of the spatial dynamics formulation to the analysis of the
phase portrait of SO(2)-invariant reversible vector field with nonsemisimple eigenvalue
0 of the linearized problem. Quasihomogeneous truncation corresponding to a positive
face of the Newton polyhedron of the ODE problem is equivalent to the steady com-
plex Ginzburg-Landau (cGL) equation ([2,3,5]. For the cGL equation a primary family
of homoclinic orbits T,,Hy, o € S* is known explicitly. Under a generic transversality
condition with respect to parameter, the existence of homoclinic n-pulse solutions is
demonstrated for a sequence of parameter values. The existence of cascades of 2!3™-
pulse solutions follows by showing their transversality and then using induction. The
method relies on the construction of an SO(2)-equivariant Poincaré map which, after
factorization, is a composition of two involutions: a logarithmic twist map and a smooth
global map. Reversible periodic orbits of this map corresponds to small reversible pe-
riodic or homoclinic solutions of the problem. Using perturbation arguments we relate
reversible n—pulse solutions of this equation to n—pulse solutions of the original problem
on a spatial center manifold. Thus, we obtain multi—pulse solutions of the PDE problem
for parameters near the criticality. In 3D Poiseuille problem these solutions are localized
in spanwise direction, but periodic in streamwise direction.
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Stability of travelling fronts for reaction-diffusion-convection systems
Elaine Crooks
Unwversity of Bath
email: ecmc@maths.bath.ac.uk

We are concerned with the role of travelling fronts in the asymptotic behaviour of
solutions of systems of the form

wy = Ay + f(u,u,), © € Rt > 0,u(z,t) € RY,
u(z,0) = up(x), = € R,

where A is a positive-definite diagonal matrix and the nonlinearity f has two ordered
equilibria and satisfies conditions sufficient for a comparison principle for this system to
hold.

Suppose that f is “bistable” and that there exists a travelling-front solution w with
velocity ¢ connecting the two stable equilibria of f. (We have a set of hypotheses on f
under which such a front is known to exist.) If ug is bounded, uniformly continuously
differentiable and such that ||w(z) — up(x)|| is small when |z| is large, we can show that
there exists £ € IR such that

||u('7t) - w(' —ct+ f)HBUCl —0 as t— o0,

(see [1]). Our approach extends an idea developed by Roquejoffre, Terman and Volpert
in the convectionless case, where f is independent of u,. First local stability is proved
using the spectrum of the linearisation about w. Then uy is assumed to be increasing
in x, and convergence proved via a homotopy argument. The result for arbitrary ug is
deduced by showing that there is an increasing function in the w-limit set of .

Suppose now that f is “monostable”. In this case, there is some ¢y € IR such that
there exist travelling-front solutions for each velocity ¢ > c¢o. We are investigating the
stability of the supercritical waves (¢ > ¢y) by formulating the problem in exponentially
weighted function spaces, where the velocity-dependent weight is chosen so as to render
the “monostable” nonlinearity essentially “bistable”, and thus amenable to some of the
methods used in the “bistable” case. (Such use of weighted spaces goes back to work of
Sattinger, and has been discussed by Volpert, Volpert and Volpert for reaction-diffusion
systems where f is independent of u,.)
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Global structure of traveling waves for 3 competing species model with
diffusion
Hideo Ikeda
Toyama University
email: ikeda@sci.toyama-u.ac.jp

Reaction-diffusion equations are used extensively as continuous space-time models
for interacting and diffusing biological species in population dynamics. In mathematical
ecology, there are three types of interactions between individuals with the diffusion
terms which model the migration of each species; competition for limited resources,
prey-predator interaction, and mutualistic relationships. Though these equations are
relatively simple, they can exhibit a variety of interesting spatial and spatio-temporal
patterns, including traveling fronts and pulses.

In this talk, we study the following 3-component reaction-diffusion systems for three
competing species :

Uy = diUigs + (7“1 — G11U1 — Q12U — a13u3)u1
(1) Uy = dology + (T2 — A21Uy — AgoUs — Go3U3) Uy (t,z) € Ry X R,
ug = d3Usgy + (7“3 — (31U1 — A32U2 — CL33U3)U3

where u;(t, x) denote the population densities of three competing species at time ¢ and
spatial position x. d; are the diffusion rates, r; are the intrinsic growth rates, and a;; are
the intraspecific and interspecific competition rates, respectively. All of the coefficients
are positive constants. We assume that

(H1) dy, dy << ds (i.e., dy = &2 dy = e%d,d3 = 1 for small positive ¢ ),

(H2) If u; = 0, this system (1) has a stable equilibrium solution Py = (0, .2, u.3) with
s > 0 and u,g > 0. On the other hand, if us = 0, (1) has a stable equilibrium solution
P = (uf,0,u3) with u] > 0 and uj > 0.

Let us consider the following situation. If the u;-species invades on the stable equi-
librium state P,, what happens with the population dynamics of the invader u;-species
? For suitable parameters, we can check numerically that u,-species propagates into the
state P, with constant shape and constant velocity and inhibits us-species and then it
reaches to the state P;. This motivates us to study the existence and stability of travel-
ing fronts connecting the states P, with P;. We use the analytical singular perturbation
method to show the existence and the SLEP method to show the stability. Finally,
we consider the global structure of traveling wave solutions; traveling fronts, standing
pulses, traveling pulses, with respect to some parameter.
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Instability of Multiple Pulses in a System of Quadratically Coupled
Schrodinger Equations
Alice Yew
The Ohio State University
email: yew@math.ohio-state.edu

Many mathematical models studied in modern optics take the form of two or more
Schrodinger equations coupled together in a nonlinear fashion. Of special interest are
solitary-wave solutions for which all components of the system are localised in time (rep-
resenting pulses in optical fibres) or in the space directions transverse to propagation
(modelling beams in waveguides). This talk is mainly concerned with a system that
describes the phenomena of second-harmonic generation and parametric wave interac-
tion in dispersive quadratic media. In particular, the existence and stability properties
of multiple pulses (multibump solitary-waves) are investigated within the framework
of homoclinic bifurcation theory, employing a functional-analytic approach with strong
geometric underpinnings. All of the multiple pulses generated via the bifurcation occur-
ring at a resonant semi-simple eigenvalue scenario are demonstrated to be unstable; we
then discuss the generalisation and implications of this result for other, related, systems.
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D. Computational Aspects

4.1 Computer Algebra Tools

Organizer : Jan Sanders

Key note lecture

Algorithms from representation theory
Jan A. Sanders
Vrige Universiteit Amsterdam
email: jansa@cs.vu.nl

First a description of the role of si(2,IR) in the computation and classification of nilpo-
tent normal forms is given. This leads to a similar role for the Heisenberg algebra in
the case of the total differentiation operator

0
8uz~ ’

0 9]
Dx:_ i
a$+§U+1

One define derivations
ad 0
F. = U 1 —.
T ; 7 18UZ’

and

> 0

These form a Heisenberg algebra with the usual operator commutation rules. Using
representation theory one can now effectively integrate, i.e. solve f from g = D, f. One
can now define transvectants or Hirota operators by

-1)" 1
ntho = Y S pre i) = SE D)oy
v, Tl n!
Notice that 7, : ker F @ ker F — ker F, i.e. the bilinear operators are defined on the
space of functionals and 75 and 7; define a Poisson structure there.
One can then deform the usual multiplication by defining

f*tg = ZtnTn(fag)
n=0

This defines an associative product, and thereby a noncommutative deformation of the
Poisson structure.

The various connections between classical invariant theory, transvectants, Hirota
operators, Rankin-Cohen brackets in the theory of modular functions and pseudo-
differential operators and the Poisson algebra of functionals, as they are defined in
the theory of integrable evolution equations will be discussed.
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Algorithmic invariant theory and dynamics
Karin Gatermann
FU Berlin/ ZIB

email: gatermann@zib.de

In recent years there has been a lot of progress in computational algebra, especially
in the algorithmic treatment of invariant rings and modules of equivariants. The aim
of this talk is to show the benefits of this for situations in the theory of equivariant
dynamical systems where a general equivariant vector field is required. I will discuss
the consequent algorithmic treatment of the center manifold reduction with symmetry.
The method of Noether normalization will be explained and the advantages of using
Noether normalization in this context illustrated.

Finally, we will comment on a generalization of the orbit space reduction to group
actions on the differential equations which may act on the independent variable and
may be nonlinear.
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Using the symbolic method to classify evolution equations
Jing Ping Wang
Vrige Universiteit Amsterdam
email: wang@cs.vu.nl
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The main purpose of this talk is to demonstrate the existence of (infinitely many)
symmetries and conservation laws for A—homogeneous evolution equations using the
symbolic method.

The symbolic method first introduced by Gel’fand and Dikii. The idea is simply to
replace u;, where ¢ is an index — in our case counting the number of derivatives — by
&', where £ is now a symbol. The basic operation of differentiation, i.e. replacing u;
by w;y1, is now replaced by multiplication with £, as is the case in Fourier transform
theory. For higher degree terms with multiple u’s, one uses different symbols to denote
differentiation.

The key fact is the following symbolic formula for the bracket of a differential poly-
nomial () of degree m with a linear differential polynomial:

g, Q) = G Q,

where
G =gt b= (@t 6

With this one can readily translate solvability questions into divisibility questions
solved by diophantine approximation theory, and we can use generating functions to
handle infinitely many orders at once.

The complete list of A—homogeneous integrable evolution equations contains only
10 all-known equations when A\ > 0. This explains why after the gold rush it was so
difficult to find any new integrable systems.

The classification of co-symmetries (conservation laws) is more complicated. One
often encounters equations with only a finite number of conservation laws. Here a com-
plete classification for 5-th order KdV-like equations is given using generating function.
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A Method for Computing Center Manifolds and Normal Forms
Pei Yu
Department of Applied Mathematics, University of Western Ontario,
London, Ontario, Canada N6A 5B7
email: pyu@pyul.apmaths.uwo.ca

Center manifold theory and normal form theory are two basic tools in the study of
nonlinear differential equations. The idea of these two theories is to use a sequence
of near identity nonlinear transformations to obtain a simple form on the so called
center manifold. This reduction greatly simplifies the analysis of the dynamical behavior
of the system such as bifurcations and instability. Different methodologies have been
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developed for computing normal forms, based on matrix theory, algebraic manipulation,
representation theory, invariant theory, etc. [1-4]. However, for a given system, finding
the explicit formulas of normal forms and the associated nonlinear transformations is not
easy. Thus, symbolic computer languages such as Maple, Mathematica and Macsyma
have been introduced in such computations.

Normal forms are generally not uniquely defined due to the existence of uncertainty in
computing the coefficients of nonlinear transformations. This difficulty may be overcome
either by imposing additional conditions so that the coefficients of nonlinear transfor-
mations can be uniquely determined; or by imposing certain conditions such that some
coefficients in the normal forms may be set zero. Such a simplification raises a question:
In general how to find a “simplest” or “minimum” normal form? Some results related
to simple singularities have been obtained ([5, 6], more references can be found in [5]).
However, it is noted that a unique normal form may be not a “simplest” form, and
simplest normal forms may be not unique.

We will present an early developed perturbation technique for computing the normal
forms of a general n-dimensional system described by a set of differential equations for
certain cases of singularities [7]. The method does not need the application of center
manifold theory, nor requires for solving large matrix systems. In fact, the approach
combines the normal theory and center manifold theory in one computation procedure.
Moreover, it has been found that the method may be extended to directly compute a
unique, “simplest” normal form for certain cases. Symbolic computation using Maple
will be discussed, and examples will be presented to show the computation efficiency of
the method.
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Contributed talks

Computer Algebra Tools for the Solution of Boundary-value Problems
L. Braverman
Int. College of Technology, Carmiel, Israel
email: merbrvr@tx.technion.ac.il

A. Nepomnyashchy
Technion, IIT, Hifa, Israel
email: nepom@tx.technion.ac.il

B. Rubinshtein
Technion, IIT, Hifa, Israel
email: boris@kernel.technion.ac.il

A. Thess
llmenau University of Technology, llmenau, Germany
email: thess@tu-ilmenau.de

The introduced package provides tools for numerical solution of linear boundary value
problems, both regular and eigenvalue ones. It has a syntax of the built-in Mathematica
function NDSolve and strongly enhances its functionality. For the solution of men-
tioned problems two basic methods are applied. The first one is known as Chasing
method and was generalized by authors particularly for multipoint problems, and the
second one is the well-known Shooting method. The newest version of Mathematica 3.0
contains the function NDSolve which has a very limited ability to cope with regular
boundary value problems, but not with eigenvalue ones. Unfortunately, the function
uses an in some sense erroneous algorithm which leads sometimes to strange and even
wrong results. Moreover, it can solve neither boundary value problem containing more
than one equation nor multipoint ones. Below we present an example of a wrong result:
NDSolve can’t cope with the following problem: the command

NDSolvely”[x] + y[x] == 0,y'[0] == 0,y'[2] == 1,y"[0] == 0, y[x], {x,0, 2}]

gnereates the answer: NDSolve::"unsol": "Not possible to initiate boundary
value problem with the chasing method" - message from NDSolve, while DSolve
gives analytical solution:

DSolve[y"[x] + y[x] == 0,y'[0] == 0,y'[2] == 1,y"[0] == 0, y[x], x]//Simplify

2
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In contrast, our implementation of the abovementioned methods produces more accurate
results for a wider class of problems. In addition to the solution of a regular boundary
value problem our functions can solve eigenvalue problems, which is very important in
applications (for instance, for linear stability analysis). We present an example of linear
stability analysis in Marangoni convection in the spherical layer, which was success-
fully performed using our tools. Another advantage of the presented tools is also the
possibility to input the problem in its natural form.
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A computational method for the stability of a class of mechanical systems
Gianluca Gorni
University of Udine, Dipartimento di Matematica e Informatica
email: gorni@dimi.uniud.it

(Joint work with Prof. Angelo Barone-Netto and Prof. Mauro de Oliveira Ce-
sar, of the Institute of Mathematics and Statistics, University of Sdo Paulo, Brazil).
Consider the differential system

i = —uf(x)
j = —yg(x),

where f, g:IR — IR are smooth functions and f(0) > 0, g(0) > 0. Clearly the system has
the constant solution x(t) = y(¢) = 0. The problem here is how to decide the stability
of this equilibrium solution, that is, what is the asymptotic behaviour as ¢ — +oco of
the trajectories starting with initial data close to 0.

We will say that the system associated to a given pair of functions f, g is k-decidable
for some k € IN if the stability of the equilibrium can be decided from the values of the
derivatives up to the order k of f and ¢ at 0. The system will be finitely decidable if it
is k-decidable for some k.

Not all pairs of functions are finitely decidable. However finite decidability is generic
in C*°, and we describe an algorithm for finding explicit sufficient conditions for k-
decidability. When implemented on a computer the algorithm runs easily enough for
k=1up to 5 or 6.

With the explicit conditions at our disposal it is easy to construct examples of pairs
f,g and of sequences of initial data converging to 0 for which either all y,(¢) are un-
bounded as t — 400, or, more interestingly, where ¢ — ¥, (¢) is bounded for all n, but
SUDysg |yn(t)| diverges as n — +o0.
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University of Augsburg

email: colonius@math.uni-augsburg.de
We consider families of ordinary differential equations where time dependent coeffi-
cients are allowed to take their values in a given set. Thus one obtains a family of
nonautonomous differential equations indexed by the coefficient functions which may be
considered as (open loop) admissible controls. The long time behavior of this family can
be described via an associated skew product flow, the control flow, over the base space
of admissible controls. The topologically transitive components and the chain transi-
tive components correspond to the control sets and the chain control sets, respectively.
If the closure of a control set is a chain control set, then it depends continuously (in
the Hausdorff metric) on parameters. Also some related bifurcation problems will be
discussed.

Invited lectures

Characterization and Computation of Reachable Sets
via Optimal Control
Lars Griine
FB Mathematik, J.W.-Goethe Universitat
Postfach 111932, 60054 Frankfurt a.M., Germany
email: gruene@math.uni-frankfurt.de

For controlled and perturbed systems governed by nonlinear dynamics of the form

(1) = f(a(t), u(t))
on some manifold M, with u(-) from some function space U, the knowledge of reacha-

bility properties plays an important role in the analysis of the system behaviour.
For u(-) being a control function e.g. the reachable set

R(z):={y € M|3u() eU: ¢(t,z,u()) =y}

is an important object; if u(-) models a time varying perturbation, and z* € M is a
locally stable equilibrium for each u(-) € U the robust domain of attraction

RD(z*) :={y € M |¢(t,y,u(:)) = z*ast — oo Vu(-) € U}

is of interest [4].

In this talk we give a survey on recent work [2, 3] about the characterization of
these sets via optimal control techniques. Appropriate formulations are e.g. mini-
mum/maximum time and minimum /maximum distance optimal control problems, which
have in common that their optimal value functions are characterized by Hamilton-
Jacobi-Bellman PDEs. Furthermore we will present a generalization of the classical
Zubov’s equation [1] which nicely fits into the Hamilton-Jacobi framework.

Based on these formulations we then discuss numerical methods for the computation
of these sets and illustrate them by a number of examples. In particular, we will highlight
advantages and limitations of this approach compared e.g. with trajectoriwise or cell
mapping algorithms.
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Twist maps and sliding-mode control
Russell Johnson
Universita’ di Firenze
email: johnson@ingfil.ing.unifi.it

Paolo Nistri
Universita’ di Siena
email: pnistri@dii.unisi.it

In this talk we will study the dynamical stability properties of a suitably defined
approximation of equivalent control in sliding manifold control systems. For this we use
both the classical theory of singularly perturbed dynamical systems and the theory of
twist maps. Examples of control problems which possess dynamical stability properties
are presented. The work discussed here continues the investigation of control design,
via singular perturbation theory, for control systems posessing a sliding manifold.
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Controllability of Matrix Eigenvalue Algorithms
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Numerical matrix eigenvalue methods such as the QR algorithm or inverse power
iterations provide interesting examples of nonlinear discrete dynamical systems defined
on Lie groups or homogeneous spaces. A typical approach from numerical linear algebra
to improve convergence properties of such algorithms is via suitable shift strategies for
the eigenvalues, see [1]. Such eigenvalue shifts can be viewed as control variables and the
resulting algorithms can therefore be analyzed using tools from nonlinear control theory.
So far the analysis and design of shift strategies in numerical eigenvalue algorithms has
been more a kind of an art rather than being guided by systematic design principles.
The advance made during the past two decades in nonlinear control theory indicates
that the time may now be ripe for a more systematic investigation of control theoretic
aspects of numerical linear algebra.

In this talk we investigate the controllability properties of the well known inverse
power iteration for finding the dominant eigenvector of a matrix A, defined by

. Ail.’L‘k
T AT

Shifted versions of the inverse power method defined by
(A — Ukl)fll‘k
€T =
A = D)

lead to nonlinear control systems on projective space, or more generally on Grassmann
manifolds. For cyclic matrices A necessary and sufficient conditions for complete con-
trollability on the projective space are given. These are always satisfied if complex shifts
are allowed.

In the real case the situation is more involved and we use recent results on the exis-
tence of universally regular controls in our analysis, see [2]. In the real case necessary
conditions in terms of the location of the eigenvalues are presented. These may be equiv-
alently rephrased by the algebraic statement that every polynomial with real coefficients
splits modulo the characteristic polynomial of the matrix A into linear factors over IR.
We conjecture that these conditions are also sufficient. If this turns out to be true it
may be inferred that complete controllability of the inverse power iteration is a generic
property.
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Controllability of generic control systems near k-singular points
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Jose Basto-Gongcalves
Centro de Matemdtica Aplicada, Universidade do Porto
email: jbgoncal@fc.up.pt

Control system on n-dimensional smooth manifold is defined by smooth family of
vector fields parameterized by the points of (n — 1)-dimensional sphere. A generic
control system is a system from a certain open everywhere dense subset in the space of
such families endowed with the fine Whitney’s C'*°~topology.

At a point of the phase space values of the fields forms wvelocity indicatriz at this
point, and any velocity from the indicatrix is admissible one at this point. Attainability
of one point from another one is defined in standard manner in the class of piecewise
continuous controls.

A point of the phase space has small time local transitivity property (=SLTP) if for
any time 7" > 0 and any neighborhood V' of this point there exists a neighborhood of
this point such that any two point of the latter neighborhood are attainable from each
other in a positive time smaller than 7" and along a trajectory lying in the neighborhood
V. A k-singular point is defined as a point of the boundary of set of points having SLTP
such that there is a passage through zero on a plane of support to the velocity indicatrix
at this point containing exactly k£ admissible velocities. In the generic case there can
appear such singular points with k£ € {1,2,...,n}.

Theorem For n > 3 any k-singular point of a generic control system on n-
dimensional manifold has SLTP if 3 < k <n and it has nor SLTP if k = 1.

For 2-singular points for a generic control system some necessary and some sufficient
conditions to have SLTP are found. In [1], [2] the complete answer on local control-
lability of systems on surfaces was obtained for the generic case. In particular, their
controllability near 1-, 2-singular points was studied (in [3] analogous results are ob-
tained for a generic two dimensional dynamic inequality).

This research was supported in part by REBR970100713, FCT and Calouste Gul-
benkian Foundation.
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The descent constant in the optimal control problems with Lipschitzian
differential inclusions
Vladimir A. Dubovitskij
Institute of Chemical Physics Problems, Moscow, Russia
email: dubv@icp.ac.ru

We consider the optimal control problem with fixed time endpoints: J(x(S),z(T")) —
min, (z(5),z(7)) € C, @(t) € F(x(t)), G(z(t)) < 0, Vt € [S,T] where minimum is
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sought in the class of absolutely continuous arcs z(-), z(t) € R%. Here J,G are real-
valued Lipchitz functions; F'(-) is Lipchitz multifunction with convex compact values
belonging to R% (' is close subset of R% x R,

For this problem the necessary condition of the strong minimum in the maximum
principle (MP) form is well-known [1]. In the important subclass with locally-convex J, G
where C' and F'(z) can by represented by a regular system of equations and inequalities,
this MP is equivalent [2] to existence of a nontrivial solution of Eulier equation, i.e.
there is no reducing directions simultaneously tangentially to local problem’s constrains.
But in the case of general problem under consideration the connection of conjugate
multipliers and geometrical ”descent algorithm” is lost completely. This serious defect
of modern MP theory is connected with ineffective traditional way of its derivation
(penalty method, Ekeland theorem ets.). The purpose of proposed investigation consist
in the restoring of the of noted relation. Consider, for brevity, the problem without
state constraint G < 0 and define the auxiliary objects.

A(z) == {X = (a,,nc,¥(t),n(t))} - the totality of conjugate strings of an admis-
sible trajectory z(-). Here a > 0, [ € 0J(z(5),z(T)), nc € Ne(x(S),z(T)),n(t) =
(na(t),nu(t)) € clgNgr p@e)(x(t)), ¥(t), n(t) are Lipchitz and Borelian measurable
functions with values in R%, R% x R% respectively; N¢, clgNy p()) denotes the
cones of external normals and the closure "be graph” of the external normals for the
respect sets.

b(x) = f{[|y) = nellr, + [ = nulle, + [|(@(S),»(T)) = nell : A € Ax),a =
0, (40, m, ne) |l = 135 az) := inf{||¢ = nellL, + ¥ = nulle, +[[(0(S), ¥(T)) = ne — o] :
A€ Ax),a=1}

Theorem : Let the admissible trajectory x(-) satisfy the inequalities a(zg) >
0,b(x9) > 0. Then Ve > 0 36 > 0 and a family of admissible trajectories {x,}, r € [0, ]
such that VO < r" < 7" < ¢ the following conditions are satisfied: ||z, — x| <
" =" J(x (S), xp (T)) — J(2:(S), 2 (T)) < —(a(zo) — €)(r" —1').

That is, the objective function can be decreased over the ”Lipchitz” family of admis-
sible trajectories x, with the speed a(x(). The proof of theorem is based on constructive
Lusternike’s type iteration process. Note, that there is no, in general, the strict descent
directions.
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About the Optimality Conditions in Control Problems
Muvasharkhan Dzhenaliev
Institute of theoretical and applied Mathematics, Pushkin str.125, Almaty 480100,
Kazakhstan
email: dzhenalievQ@itpm.sci.kz

Kossy Smatov
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The Optimal Control Problems prescribed by Operator Relations in the Banach
Spaces are considered in the Work. The Development of the absolute Minimum Theory
based on the V.F.Krotov Lemma is given. Let K = {k|k =1,2,..},5 = {s|s = 1,2, ...}
are index Sets. We assume that the Families of Sets {Dy,k € K}, v € Dy are given.
The Functional Ji : Dy — R on Dy is given.

Lemma 1. Let the Problems {<< Dy, J, >>,k € K} satisfy to the Conditions:
19 for all k € K : Jp(v) > Jrp1(v),v € Dy; 2°. there are the Integers p,q € K and
the Sequence {v,,s € S} C D, such that p < ¢ and lim,,o, = i, = infp, J;. Then
{vs, s € S} is minimizing for the Problems {<< Dy, J, >>k = p,p+1,...,q} and
any minimizing Sequence for << Dy, J, >> satisfies to the Condition 2° and is also
minimizing for Family of Problems {<< Dy, J, >>,k=p,p+1,...,q}.

Let Y7, Y5, U, are the Banach Spaces, Y] is reflexive, continuously and densely em-
bedding in Y5.Y = Y*,U = U, with Elements y = {y1,...,yn} and u = {uy, ..., u,}
accordingly, {y,u} are the pair State-Control. Let

Y.CV, Uly)cU, Vo=A{y,ulyeY,ucUJ(y)}CcV =Y xU. (1)
We suppose that the pair State-Control satisfies to the following functional Constraints:
Al(y,u) == 0y2,’i == 1, ...,ll, Al(y,u) Z 0y2,7: == ll + 1, ,l (2)

We designate a Set of pairs (y,u) which satisfy (1), (2) as D; and assume D; # ().
Functional J;(y, u) is defined in D;.

Problem. To find a Solution of the Minimization Problem << Dy, J; >> .

Let

D2 = {y7u|(1)}7 JQ(yJU) - Jl(yau) - Z < )\l(y),Al(y,u) >7 (3)

where \; 1Y = Yo, i=1,..,0;, N:Y — P*1=1,+1,...,[, are nonlinear Operators,
P is the Cone of positive Elements in Y5.
Theorem 1. Let there are a). Operators \;,i = 1,...,{; b). Sequence {ys,us,s €
S} C Dy such that
lim J; (ys, us) = 1o = i[r)12f Jo. (4)
Then {ys,us,s € S} C D; is minimizing for << Dy, J; >>, and any minimizing Se-
quence for the Problem << Dy, .J; >> satisfies to the Condition (4).
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Bifurcation of control sets
Stefan M. Griinvogel
University of Augsburg
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We consider control-affine systems on IR? of the following form:

& = fo ($)+Zﬁ1uz (t) fz(x)a (1)
u €U’ ={u:R— R" u(t) € UPVt € IR, meas.}

where U C IR™, compact and convex containing 0 and U? = p- U for p € [0, p*] C R.
We assume, that the system (1) has a singular point =* € R?, i.e. fi(z*) = 0 for all i =
0,...,m.

Control sets are subsets of IR? where every point can be steered to another at least
approximately. Motivated by numerical experiments with the perturbed Duffing-van der
Pol equation, the question arised under which conditions there are control sets around
the singular point 2*. By linearization of the system (1) at the singular point we get
the bilinear control system

T = Agr + Zui(t)Aix, u € U” where A; := %
x

=1 T=x*

(2)

Denote the solution by ¢(t,p, u) with (0, p,u) = p. For every (u,p) € U x R define
the Lyapunov exponent A(u,p) = limsup,_,, 1 In{|¢(t,p, u)||. There is a Whitneysum-
decomposition UxR'=V{ & ... ® V{,1 < | < d such that X7, (V;) = {A(u,p) : (u,p) €
VP'} are compact intervals (cf. [2]). Under regularity conditions on (1) and (2) and with

0 € intX7, (V1) and X7, (Vi) C R for 2 <@ <,

we can show, that there exists a control set D with nonvoid interior and z* €clD.
Here we use the Hartman-Grobmann Theorem and the theory of stable and unstable
integral manifolds for nonautonomous differential equations (cf.[1]) for constructing an
appropriate control function. The control set D is characterized via the stable and
unstable manifolds of (1). We show that there is a control set of the system (2) which
is tangential to D at x*.
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Generalized Solutions for Singular Linear-Quadratic Optimal Control
Problems
Manuel Guerra
ISEG, Universidade Tecnica de Lisboa, Portugal
email: mguerra@iseg.utl.pt

We study general linear-quadratic optimal control problems with time and end points
fixed. It is well known that singular problems of this type may fail to have a minimizer in
the class of "ordinary”, for example, square integrable controls, even in cases when the
problem has a finite infimum. In such cases, the minimizing sequences of trajectories
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for the problem may converge to a discontinuous curve, implying that the respective
optimal controls contain impulses.

From the functional-theoretic point of view, the problem is one of finding the mini-
mizer of a quadratic functional on an affine subspace, U, of finite codimension in L% [0, T1.
The approach we suggest is the extension of the functional by continuity onto a larger
class of controls and finding its minimizers in the extension (closure) of Y.

We find a set of conditions necessary and sufficient for the existence of an affine
subspace of finite codimension in L% [0,T] on which the functional has finite infimum.
These conditions are algebraic with respect to the initial data of the problem. We show
that when these conditions are satisfied, there is a unique extension of the functional
onto a certain subspace, H.,,, of the Sobolev space H*, [0, T], (n=dimension of the state
space). If the functional has finite infimum in ¢, then the extended functional has a
minimum in the closure of U relative to the topology of H,, . The problem of finding a
minimizer of the extended functional is equivalent to a regular linear-quadratic optimal
control problem, with final state confined to an affine subspace of IR" instead of a single
point.

Under suitable conditions (finiteness of the infimum and controllability of the sys-
tem), there exists a minimizer of the extended functional that is the sum of a real-
analytic function on [0, 7] with a distribution of order r < n concentrated at the initial
and final instants. The trajectories corresponding to such controls are sums of real
analytic functions on [0, 7] with distributions of order (r — 1). If the optimal control
is unique, any minimizing sequence of ”ordinary” trajectories must approximate the
generalized optimal trajectory in the topology of H*, _;, [0,T].

Assuming controllability of the system and existence of a solution for an appropriate
Riccati differential equation, we provide an algorithm for the computation of generalized
optimal controls.
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Exact boundary controllability for a forth order parabolic equation
Yung-Jen Lin Guo
Department of Mathematics, National Taiwan Normal University, Taipei 117, Taiwan
email: yjguo@math.ntnu.edu.tw

We consider exact boundary controllability problem for a forth order parabolic equa-
tion. We obtain exact boundary controllability results when the initial data is infinitely
differentiable.
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On dual approach to optimization problems with elliptic operator
Vladimir Kaminsky
Bar-Ilan University
email: kamin@macs.biu.ac.il

We study the optimization problem formulated on solutions of some family of bound-
ary value problems. This family is generated by different boundaries (i.e. by smooth
closed lines on the plane so that each of these lines bounds some coherent corresponding
area. All boundary value problems have the differential equation generated by means
of the same elliptic operator (in our example, it is Laplace’s operator). The object
function of this problem describes the uniformity of the vector potential with respect
to the vertical component under restriction on the horizontal component values. Thus,
we vary the boundary of the area in order to obtain the most uniform field, i.e. vector
potential (in sense of the some measure) in the fixed subarea of the considered area.

The problem formulation describes an important practical problem, namely, creating
the most uniform magnet field in MRI-tomography devices. To obtain results of the
medical MRI-test which are coincident with the real state of patients, it is necessary
to generate uniform magnet fields of high rate with respect to the vertical intensity. In
addition, it is necessary to restrict the other component into some prescribed limits. It
is well known that constant magnet fields have a scalar potential satisfying the Laplace
equation.

We propose an effective numerical recursive algorithm which is based on a two-step
procedure in each recursion. This procedure contains the boundary value problem with
a modified boundary on each recursion (as the first step) and the special auxiliary linear
programming problem (as the second step). The last one is intended for two aims: 1) to
find the most convenient parts of the boundary for a variation into the current recursion
and 2) to find the points of the subarea which influence most essentially an improvement
of the object function. A dual form of the auxiliary problem has been a new approach
to solving this multidisciplinary problems. The convergence theorem of the method and
several results on the degree of convergence are obtained in this work. This approach
may also be used in other boundary value problems with elliptic operators.

Flight Autopilot Design for a Remotely Piloted Vehicle using LQ and
feedback controller theories
Mostafa Mjahed
Maths and Systems Department, FEcole Royale de [’Awr, 40000 Marrakech, Morocco.
jahed@hotmail.com

In the last years, several control theories have been widely developed. They are
generally applied to control task such as trajectory tracking and mission optimization. In
this paper, we consider a Remotely Piloted Vehicle (RPV airplane), the linear quadratic
(LQ) and feedback methods are used to perform the control law of the autopilot.

The equations of the complete airplane motion are first linearized and the flight
parameters decoupled. The total motion is equivalent to a sum of superposed modes.

The LQ design of the autopilot consists in the minimization of a cost function. The
result is then obtained by the solution of the Riccati equation. When using the feedback
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theory, the adjustement of the autopilot gains is based on the pole placement procedure.
The response of the complete system (nonlinear RPV airplane with autopilot) is finally
simulated. The two methods has proved to be well adapted for this design. The results
show that the system is stable with adequate values of rapidity and damping ratio for
all the flight modes.
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Stabilization of Overhead Traveling Cranes by Nonlinear Feedback
Yoshiyuki Sakawa
Kinki Unwversity, Wakayama, Japan
email: sakawa@mec.waka.kindai.ac.jp

Overhead traveling cranes are widely used in factories for the transfer of heavy loads.
In our previous papers [1], [2], a set of nonlinear differential equations was derived as
an exact mathematical model of the crane, which makes three-dimensional motion. In
this paper, we present a solution to the problem of global feedback stabilization of the
nonlinear system of the overhead traveling cranes. The crane system has three motors,
and torques of the motors can be taken as the control inputs to the system. By using
Lyapunov’s direct method, we derive a nonlinear feedback control law that ensures the
global asymptotic stability of the equilibrium state of the crane system. It will also be
proved that the stabilizing control is of switching type.
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Local theory for differential equations of Carathéodory-type
Stefan Siegmund
Institut fir Mathematik — Universitat Augsburg
email: stefan.siegmund@math.uni-augsburg.de

A nonautonomous differential equation & = f(¢,x) is of Carathéodory-type if f :
D C R x RY — IRY is measurable in t (for fixed z) and C* in z (for fixed t). Two
examples: Random differential equations (RDE) & = f(6,w,z) driven by a metric
dynamical system 6 are pathwise of Carathéodory-type [1]. Bilinear control systems
i = [Ag + XN, ui(t)As]z for fixed controls u : IR — U, U C IRY compact and convex,
are of Carathéodory-type [4]. In this talk we present three new results:

1. For linear systems & = A(t)x a compact dichotomy spectrum (related to the Sacker-
Sell spectrum [4]) is established under very general conditions.
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2. Gap conditions on the dichotomy spectrum for the smoothness class of integral man-
ifolds [2] and foliations are given.

3. Poincaré’s non-resonance condition [3] on eigenvalues known from the autonomous
case is generalized to a non-resonance condition on compact spectral intervals of the
dichotomy spectrum.
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Control of Distributed Autonomous Robotic Systems
Jens Starke
Unwversity of Heidelberg
email: starkeQiwr.uni-heidelberg.de

Péter Molnar
Clark Atlanta University
email: pmolnar@Qcau.edu

Self-organized and error-resistant control of distributed autonomous robotic units
is achieved by using a specifically constructed dynamical system. The robotic units
have to be assigned to targets in a manufacturing environment with obstacles in a cost
effective way. Besides the dynamic control of the robotic units in space, the underlying
optimization problems are the (two-index) assignment problem or the A/P-hard three-
index assignment problem.

The used differential equations are based, first, on the selection of modes which
appears in pattern formation of physical, chemical and biological systems (see e.g. [1] or
[2]). Coupled selection equations based on these pattern formation principles can be used
as dynamical system approach to assignment problems [3], [4]. The obtained solutions
always respect the constraints of the considered assignment problem [3]. Second, a
model of Behavioural Forces is used, which has been successfully applied to describe
self-organized crowd behaviour of pedestrians [5].

This approach includes collision avoidance as well as error resistivity, i.e., in systems
where failures are of concern, the system covers up for sudden external changes like
breakdowns of some robotic units. Furthermore, the control guarantees always feasible
solutions, i.e., no spurious states cause the system to fail which is of great importance
in industrial applications. Computer simulations verify these results and demonstrate
the capability of this approach.
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Lyapunov functions method in practical stability
Andrey Voloshuck
Kiev University, Lomonosov 49, ap. 115, Kiev 252022, Ukraine
email: chaton@akcecc.kiev.ua
Alex Bashniakov
Kiev University, Boychenko 2/6, ap. 41, Kiev 253206, Ukraine
email: chaton@akcecc.kiev.ua

Let us consider a system of differential equations

— =f(z,1) (1)

where x is a n-dimensional vector, the vector function f (x,t) satisfies the conditions of
the existence and uniqueness theorem, f (0,t) =0, t € [ty, T

We denote z (t) = z (t,x9,ty) the trajectory of the system (1) at Cauchy condition
x (tg) = xo and also assume that &, C R" are compacts, 0 € Dy, t € [ty,T], Gy C Dy,
0e GO-

Definition. The unperturbed solution z (¢) = 0 of the system (1) is said to be
{Go, ¢, ty, T'}-stable if = (t, xq, ty) € Py, t € [y, T] as soon as xy € Gy.

Theorem. For the trivial solution of the system (1) to be {Gy, @y, ty, T }-stable it is
necessary and sufficient that there exists a continuous nonincreasing on the system (1)
solutions Lyapunov function V' (z,t) such that

(e €R":V (2,) <1} C Dyt € [t,T], 2)

GoC{x e R":V (x,ty) <1}. (3)
Corollary. If the trivial solution of the system (1) is {Gy, ¢, to, T'}-stable and G is
compact then the function
L+ min p(p(Lto.2) )2 € {2 € B o (1, 10,2) € BN\Go)
y 0

V(x’t):{ L= min p(¢(tt0,2),9),0 € {2 € B 9 (1, 0,7) € G}
Yy 0
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satisfies all the theorem conditions. Here p is a metric equivalent to Euclidean one,
@ (t,tp,x) = zo on the solution x (¢, xg, to)-

Further, if the set of initial data is starry compact, then it is possible building Lya-
punov function which belongs to differentiable functions class. We also estimate the
optimal sets of initial conditions in structural forms for linear system and concrete
phase constraints [1,2].
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Key note lecture

Computing Periodic Orbits of Vector Fields
John Guckenheimer
Cornell University, Ithaca, NY
email: gucken@cam.cornell.edu

Periodic orbits are fundamental structures of flows. New methods for computing
periodic orbits and their bifurcations with high accuracy are being developed with the
use of automatic differentiation. This lecture will present these methods, make compar-
isons with other methods and discuss outstanding problems. Case studies include stiff
systems with multiple time scales and the computation of canards.

Invited lectures

Convergence, parameter-identification and C++-code
for bifurcation numerics in real life problems
Klaus Bohmer
Fachbereich Mathematik, Philipps-Universitat Marburg, Germany
email: boehmer@mathematik.uni-marburg.de

This talk presents a resume of parts of the results of our Marburg group.

In real life problems, the corresponding equations, often PDEs, are known. Numerical
computation of bifurcation scenarios is an important task for applications. Results for
bifurcation numerics from the last decade, e.g. [4],[5], only cover a few methods, such
as specific finite element methods.
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We use reaction-diffusion and Navier-Stokes equations as motivating examples. The
classical concepts of stability and consistency, yielding convergence, do not apply to the
singular situation in bifurcation. So we formulate a new general theory, e.g. [1],[2],[6],
modifying these concepts: Stability for bordered systems and the second property, the
consistent differentiability, are proved, e.g. for the above examples and for finite differ-
ence, finite element and spectral methods. It is particularly important that the stability
for bordered systems is the consequence of available properties, e.g. the linearized oper-
ator represents a compact perturbation of a monotone operator and for this monotone
operator the standard inf-sup-conditions for discretizations are satisfied. Under these
conditions the numerical bifurcation scenarios with all the interesting bifurcating so-
lutions, dynamical properties, transformations of the en-foldings back to the original
situation, see [2],.. indeed converge to the the original scenarios.

Hence, the huge number of published bifurcation numerics for operator equations,
based on bordered systems indeed present converging results: These papers are either
directly covered by the above results or can probably be shown to satisfy these condi-
tions.

Based on these results, a C++ code is being developed, such that parameter depen-
dent solution curves can be continued and the bifurcation and dynamical properties be
determined. For a new class of problems the appropriate discretization has to be in-
troduced fitting to the side conditions of the code. Then this software yields the above
informations for the new problem.
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Numerical bifurcation analysis of delay equations
Koen Engelborghs
Department of Computer Science, K.U.Leuven
email: Koen.Engelborghs@cs.kuleuven.ac.be

Tatyana Luzyanina
Department of Computer Science, K.U.Leuven
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email: Tatyana.Luzyanina@cs.kuleuven.ac.be

Dirk Roose
Department of Computer Science, K.U.Leuven
email: Dirk.Roose@cs.kuleuven.ac.be

In this talk we discuss numerical bifurcation analysis of retarded functional differen-
tial equations (RFDEs) with multiple constant delays. Steady state solutions of such
equations are independent of the delays and can be found with any standard package
for bifurcation analysis of ordinary differential equations. Their stability, however, is
determined by the infinite roots of a transcendent characteristic equation. We describe
an algorithm which computes the rightmost, i.e. stability determining, roots of this
equation. When a steady state solution looses its stability via a Hopf bifurcation a
branch of periodic solutions arises. Computing periodic solutions of RFDEs is an infi-
nite dimensional problem because a (periodic) solution is not determined by one point
at a given time, instead a function segment with length the maximal delay has to be
determined. We discuss numerical computation of the periodic solution and approxima-
tion of the dominant Floquet multipliers using a shooting and a collocation approach.
We end with a brief discussion of the extra difficulties arising in the study of neutral
functional differential equations.

Numerical Investigation of Periodic solutions of multibody systems
Cornelia Franke
Frankfurt
email: Cornelia.Franke@tlc.de

A simple wheelset rolling with constant velocity on a straight track oscillates laterally
in a stable periodic motion if its velocity exceeds a certain critical value. The equations
of motions of such mechanical multibody systems are differential algebraic equations of
index three. Motivated by this application we present numerical methods for the investi-
gation of periodic solutions of multibody systems depending on parameters. A projected
collocation method approximates periodic solutions and provides Floquet multipliers,
which characterize the stability of an approximated solution. A branch of periodic solu-
tions can be traced using continuation methods, where the Floquet multipliers indicate
bifurcations on the branch. Finally, numerical results obtained with a wheelset model
are presented.

Ordinary differential equations, differential-algebraic equations and their
use in optimization
Johannes Schropp
Unwversity of Konstanz
email: johannes.schroppQuni-konstanz.de

We consider the following general smooth optimization problem:
Minimize f(z), € D C IRY open, subject to g(z) = 0 and k(x) > 0. (1)

Our approach to solve (1) is to integrate an ordinary differential equation (ODE) ap-
propriate to (1). With the slack variables y as well as z = (z,v), f(z,y) = f(z),
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g(z,y) = (g(z), k(x) — diag(y)y), the projector Q(z) = Dg(z)" (Dg(z)Dg(2)")~'Dg(z)
such an equation reads

¢ = (I-Q()(=Vf(2)) - Dg(2)" (Dg(2)Dy(=)") " g(2). (2)

Using a BDF-method to integrate (2) this gives a reliable optimization code, which is
particularly well suited for highly nonlinear optimization problems. But in comparison
with a classical SQP-method it is not so efficient. This is because one has to solve a
linear system of equations to evaluate the right hand side of (2) once. In addition, one
is not able to exploit the structures of g and k, since they are destroyed by Q).

To significantly improve the efficiency of that approach, we rewrite (2) as an index 2
differential-algebraic equation (DAE). In this formulation the evaluation of the right
hand side is less costly and allows to take advantage of the structures of the constraints.
To solve the DAE we use a BDF-code with the speciality that functional iterations
instead of Newtons method is used to solve the nonlinear equations in every time step.
This substantially decreases the number of evaluations of the first derivatives of f, g
and k.

In addition, we discretize the ODE (2) as well as the corresponding DAE with classical
one- and linear multistep methods and present discrete convergence results to underpin
the power of that approach theoretically.
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Domain on Bifurcation
Riidiger Seydel
Universitat Ulm
email: seydel@mathematik.uni-ulm.de

The virtual World of Bifurcation (WOB) has been established as a www-domain.

WOB combines a database of bifurcation problems with a tutorial on nonlinear phe-
nomena. The name of the domain is www.bifurcation.de.

The approach is example-oriented and experimental. The emphasis is on examples
that are application-oriented. Most of the examples are dynamical systems.

The first version of WOB has included a set of 12 examples such as a trigger circuit,
a reaction in a catalyst particle, Hodgkin-Huxley’s nerve model, and voltage collapse in
a power system.

It is planned to extend WOB into several directions. Suggestions are welcome. WOB
includes figures in postscript format. The figures and other items may be downloaded.
Currently large emphasis is placed on developing computer demos that show dynamical
systems. A first set of demos is DOS-oriented, a future set of demos will be based on
Java.
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Contributed talks

Kinetic of growth of Guinier-Preston zones in alloys
Amine Benmakhlouf
Laboratory of Mechanics, Faculty of Sciences Ain Chock, BP 5366, Maarif,
Casablanca, Morocco
email: bnamine@hotmail.com

Abdelatif Hassnaoui
Laboratory of Nuclear, Faculty of Sciences Ain Chock, Casablanca, Morocco
email:

Ahmed Menai
U.F.R of Particles Physics and Transport Phenomena, Faculty of Sciences Ain Chock,
Casablanca, Morocco
email:

The Guinier-Preston zones directly affect the mechanical and electrical proprieties of
metallic alloys. Indeed, for the case of the Al-rich Zn alloys the maximum in resistivity
which occurs at a time of the order of minutes for room temperature ageing has been
associated with a critical zone size [1]. On the other hand, many studies on Al-Ag
single crystals [2] have shown that the GP zones have a faced spherical form for ageing
temperatures ranging from 20 to 250C.

In this work, a new mathematical model for analysing the growth of G- P zones in
alloys is presented and solved. The new model combines the reaction diffusion equations
given by the vacancy pump model [3] and a surface limited mass-transfer boundary
condition, which reflects surface-limited mass-transfer between the G-P zones and the
matrix. An important result of the new model is the introduction of a new variable,
h., which is defined as the surface-limited mass-transfer coefficient.

A new implicit finite difference method has been developed for solving the nonlinear
Reaction-Diffusion equation [4]. This new approach removes the stability constraints of
the explicit treatments presented in the literature and allows one to use considerably
larger time steps. The numerical program developed gives the radius temporal variation
R(t) of the G-P zones, the obtained results present a good agreement with experimental
resistivity curves obtained in Al-Zn alloys [5], for relatively higher times the radius
decreases after a critical value Ry . The influence of the other parameters on the critical
size of G-P zones, for example the aging and quenched temperatures, is also studied.
Radial concentration of different species and the total concentration decay could also
be provided.
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A numerical method for computing unstable quasi—periodic solutions for
the 2—D Poiseuille flow
Pablo S. Casas
Departamento de Matemdtica Aplicada I, Universidad Politécnica de Cataluna
Diagonal, 647; 08028 Barcelona. Spain
email: pablo@vilma.upc.es

Angel Jorba
Departamento de Matemdtica Aplicada y Andlisis, Universidad de Barcelona
Gran Via, 585; 08007 Barcelona. Spain
email: angel@maia.ub.es

It is known that the laminar flow in a plane channel becomes unstable to small
disturbances for Reynolds number over the critical one, Re.. = 5772.22, for oo = 1.02056,
being o the wavenumber. In this work we compute, for several values of «, the branch
of unstable solutions which bifurcate from the laminar one. These solutions are periodic
on time. Due to the translational symmetry of the channel, they behave as rotating
waves, which are steady in the frame of reference moving with the wave speed c. In this
way we can find stable and unstable rotating waves, whose stability is examined through
the spectrum of the corresponding linearization in the Navier-Stokes equations.

This analysis allow us to confirm previous results with regard to the existence of
two Hopf bifurcations for @ = 1.02056 in the Reynolds—amplitude curve, namely when
Re ~ 4700 and Re ~ 7400. We also verify that the first bifurcation occurs further
from the minimum Reynolds of the curve (= 4660). From these bifurcations emanates
a family of quasi—periodic solutions (modulated waves) which, again due to symmetry,
may be viewed as periodic ones when the observer is moving with an appropriate speed.
Using techniques from finite-dimensional dynamical systems, we follow, by means of a
continuation method, one branch of quasi—periodic orbits. Newton’s method, applied
to search for fixed points of a suitable Poincaré map of the flow, allows us to find stable
and unstable modulated waves.
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Rigorous discretization of subdivision techniques
Oliver Junge
Department of Mathematics and Computer Science
University of Paderborn
email: junge@uni-paderborn.de
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Recently efficient set-oriented methods have been proposed for the numerical inves-
tigation of dynamical systems [1,2,3]. A basic question arising in implementing these
methods is to compute the “set-wise image” of some set: determine all sets of some
collection which intersect the image of the given set. In this talk we describe how this
discretization question can be tackled rigourosly and furthermore how the numerical
effort can be reduced to a minimum. As an example we compute rigorous coverings of
stable and unstable manifolds in the Henon map and show that they intersect transver-
sally. We indicate how these methods carry over to ordinary differential equations.
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Two-dimensional global manifolds of vector fields
Hinke Osinga
CDS, Caltech 107-81, Pasadena CA 91125, U.S.A.
email: hinke@cds.caltech.edu

Bernd Krauskopf
Eng Maths, Unwversity of Bristol, Bristol BS8 1TR, UK
email: B.Krauskopf@bristol.ac.uk

We present an algorithm for computing two-dimensional stable and unstable manifolds
of three-dimensional vector fields. The main idea is to grow the manifold in concentric
(topological) circles. Each new circle is computed as a set of intersection points of the
manifold with a finite number of planes perpendicular to the last circle. Together with
a scheme for adding or removing such planes this guarantees the quality of the mesh
representing the computed manifold. As examples we show the stable manifold of the
origin spiralling into the Lorenz atractor, and an unstable manifold in Arneodo’s system
converging to a limit cycle.

Strong singularities and the continuous Newton method
Ricardo Riaza
Universidad Politécnica de Madrid r@mat.upm.es

Pedro J. Zufiria
Universidad Politécnica de Madrid
email: pzz@mat.upm.es

The formulation of continuous-time analogues of iterative methods for root-finding
and optimization problems can be traced back to Davidenko in 1953, and found a great
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development in the decade of 1970, with several papers by Abbott and Brent, Boggs,
Branin and Smale, among others (see references in [1,3]). Since then, continuous models
have been further developed in the context of homotopy techniques and, more specifi-
cally, as trajectory methods [1]. In the continuous-time setting, a unique model may lead
to different iterative techniques, including damped and accelerated methods, through
different integration schemes. This approach shifts the convergence analysis of these
iterations to a stability study of the continuous system and the discretization method.
Continuous models display a better global behavior and, specifically, the difficulties aris-
ing when trajectories of Newton-based methods approach singular points in the search
of regular roots can be overcome.

The existence of singular roots introduces additional problems. In the context of the
discrete Newton method, the basic theorem, due to Reddien [5], states linear convergence
when approaching a singular zero from a cone-shaped region with vertex in the root.
This result has been later extended in several directions, mainly by Decker and Kelley,
Griewank and Keller (see [2,4] and references therein).

In this talk, the local behavior of the continuous-time analogue of Newton method
is studied at singular roots z* of f € C3(IR",IR") through a taxonomy of these into
weak and strong ones and assuming Vdetf’(z*) # 0. The weak case, defined by the
condition f(z) € Imf'(x) for all z in the local singular manifold around z*, characterizes
both discrete and continuous-time situations in which a singular root has a spherical
attraction domain including singularities, against a common assumption in this context
[2]. A theorem on directional stability in the generic case of strong singular roots is then
proven via a Lyapunov-Schmidt approach. Forward Euler discretization yields Reddien’s
result.
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Posters

Analitycal Formulae for Solutions of Difference Equations
Anna Andruch-Sobilo
Institute of Mathematics, Poznan University of Technology
email: andruch@math.put.poznan.pl

Jerzy Popenda
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Institute of Mathematics, Poznan University of Technology

This paper concerns the analytical formulae for solutions of linear difference equations
with non-constant coefficients. We present analitycal formulae which are non-recurrent
algorithms for obtaining solutions of equations. We use some kind of sum operators and
elements of the graph theory.
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4.4 Exponentially Small Phenomena

Organizer : Carles Simé

Key note lecture

Analytical and numerical detection of exponentially small phenomena
Carles Simo6
Dept. de Matematica Aplicada i Andlisi, Univ. de Barcelona
email: carles@maia.ub.es

Exponentially small phenomena occur in a wide variety of problems. Always dealing
with problems which are analytical, we find these phenomena both in estimates of
the remainders in normal forms of vector fields and diffeomorphisms and in averaging
methods and, in general, in most of the problems which cannot be detected by using
any finite order approach of the classical perturbation theory. They can be revealed by
a suitable use of complex variable, by extending the phase space and time to suitable
complex strips. They also appear in phenomena like the delay of the bifurcation for
fixed points and periodic solutions, in the case of slowly varying parameters, in adiabatic
invariance and in the corresponding bifurcation diagrams of all these problems.

We describe different methods to detect this exponential smallness, dealing both with
analytical and numerical aspects. In some problems, the use of Melnikov method can
give a key to predict the correct order of magnitude. However, some examples will
be displayed where a direct use of Melnikov method fails to give the correct estimate.
This is specially true in systems involving several fast frequencies. In that case, the
correct, answer depends strongly on the arithmetic properties of the frequencies, and
some bifurcations are induced by the arithmetics.

Numerically it can be a hard task to detect these phenomena. They can be revealed
and estimated by going to the complex. Keeping the computations in the reals requires
high precision arithmetics.
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Invited lectures

Singular separatrix splitting and Melnikov theory for nearly-integrable
systems
Amadeu Delshams
Universitat Politecnica de Catalunya
email: amadeu@mal.upc.es

Several results are presented, based on [1], [2], [3], about the applicability of the Mel-
nikov potential to the detection of the exponentially small splitting of separatrices that
takes place in some families of nearly-integrable exact symplectic maps and Hamiltonian
flows.
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Exponentially small splitting of separatrices
near bifurcations in area-preserving maps
Vassili Gelfreich
The Steklov Mathematical Institute at St.Petersburg, Russia
email: gelf@math.fu-berlin.de

When the saddle-center bifurcation occurs in an analytic family of area-preserving maps,
first a parabolic fixed point appears at the origin and then this point bifurcates, creating
an elliptic and hyperbolic fixed point. Separatrices of the hyperbolic fixed point form
a small loop around the elliptic point. In general the separatrices intersect transversely
and the splitting is exponentially small with respect to the perturbation parameter. We
derive an asymptotic formula, which describes the splitting, and study the properties of
the preexponential factor.

On accuracy of adiabatic invariant conservation in one-frequency systems
Anatoly Neishtadt
Space Research Institute, Profsoyuznaya 84/32, Moscow 117810, Russia
email: aneishta@iki.rssi.ru

Consider a Hamiltonian system with one degree of freedom depending on a slowly
varying in time parameter. Let for every frozen value of this parameter the phase
portrait of the system contain a domain filled with closed trajectories. Let I be the
“action” variable in this domain. Suppose that as time tends to oo the value of the
parameter tends to definite limits in such a manner, that the value of the “action” along
a trajectory also tends to definite limits /.. The difference Al = I, — I_ is called an
accuracy of adiabatic invariant conservation [1]. If the Hamiltonian of the system is an
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analytic function of its arguments, and the parameter is an analytic function of the “slow
time” £, 0 < ¢ < 1, then the value AI is exponentially small: AI = O(exp(—c/e)),c=
const > 0. In [2] the method for the analytic continuation of solutions of the system
under consideration is suggested and an estimate from below for the constant c is found.
This estimate can not be improved. In the talk the proof of this estimate on the base
of a modification of the method of [2] is given.
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A new method for measuring the splitting of invariant manifolds
David Sauzin
CNRS — Institut de Mécanique Céleste, Paris
email: sauzin@bdl.fr

We study the so-called Generalized Arnold Model (a weakly hyperbolic near-integr-
able Hamiltonian system), with d 4+ 1 degrees of freedom (d > 2), in the case where
the perturbative term does not affect a fixed invariant d-dimensional torus. This torus
is thus independent of the two perturbation parameters which are denoted & (¢ > 0)
and pu.

We describe its stable and unstable manifolds by solutions of the Hamilton-Jacobi
equation for which we obtain a large enough domain of analyticity. The splitting of the
manifolds is measured by the partial derivatives of the difference AS of the solutions,
for which we obtain upper bounds which are exponentially small with respect to <.

A crucial tool of the method is a characteristic vector field, which is defined on a
part of the configuration space, which acts by zero on the function AS and which has
constant coefficients in well-chosen coordinates.

It is in the case where |u| is bounded by some positive power of ¢ that the most
precise results are obtained. In a particular case with three degrees of freedom, the
method leads also to lower bounds for the splitting.

Averaging in multi-frequency slow-fast systems
Dmitry Treschev
Moscow State University
email: dtresch@mech.math.msu.su

We consider the multi-frequency slow-fast system

i':CU+5f(x7y76)7 y:8g($,y,5)-

Here x € T, y € R™, ¢ is a small parmeter, the constant vector w € R" is Diophantine,
and the functions f, g are real-analytic. It is well-known that by a change of the variables
X =z +e&f(x,y,2),Y =y+en(x,y,e) the system can be reduced to the form

X=w + 6F0(y76) + SFl(.’L‘,y,g), Y - 5G0(y76)' + 8G1(.’17,y,5),
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with F} and G; exponentially small with respect to . The functions Fi, G depend on
the change, but they can not be removed in general.
We are interested in estimates for the ”smallest possible” F} and G;.

Contributed talks

Time averaging of parabolic partial differential equations:
exponential estimates
Karsten Matthies
Freie Universitat Berlin
email: matthies@math.fu-berlin.de

We consider a class of systems of nonautonomous parabolic partial differential equa-
tions, where the time dependence is a small rapid forcing

oU
ot
U(O) = U e H?

per

t
= diag(dy, .., dy) AU + F(U) + hG(U, 3, h)
(Q, IR™)

We assume periodic boundary conditions on © = [0, ]¢, enough smoothness on the initial
conditions by s > d/2 and suitable hypotheses of analyticity on the local nonlinearities
F and G. Then we can show in [2] a counterpart for parabolic partial differential
equations of the well known result by Neishtadt [3] for ordinary differntial equations.
By an analytic time dependent coordinate change we get a new equation:

~ i
aa_‘t/ = diag(dy,...,d,)AV + F(V) + F(V) + ha(V, 7 h)

V(0) = Uy € Hp,, (2 R"),

where the nonautonomous remainder « is exponentially small after any time ¢ > 0 with
a bound of the form exp(— min(c, #)h~3). The correction terms F and the remainder
« are nonlocal in space. The proof is based on Galerkin approximation, an adaption
of Neishtadt’s methods on finite dimensional approximation space and the use of very
high regularity. Following Ferrari and Titi one can show, that the solutions V'(¢) are
in Gevrey classes G%/2 = D((—A)*/2exp(c(—A)?)). For positive times the solutions
are analytic in the spatial variable and the Fourier modes decay exponentially fast.
Applications can be made to the splitting of the homoclinic orbits.
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4.5 Geometric Integrators

Organizer : Jerrold E. Marsden

Key note lecture

Multisymplectic Integrators
George Patrick
Unwversity of Saskatchewan
email: patrickOmath.usask.ca

For first order Lagrangian field theories, the existence of the fundamental geometric
structures as well as their preservation along solutions can be obtained directly from
the variational principle. Using this observation, we constructed in [1] integrators for
Lagrangian field theories and identified the structures they preserved, by direct dis-
cretiztion of the variational principle.

My talk will be a review of this work.
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Invited lectures

Variational Structure/Numerics of Contact Problems
Couro Kane
Control And Dynamical Systems—Graduate Aeronautical Laboratories, Caltech
email: ckane@aero.caltech.edu

Jerrold E. Marsden
Control and Dynamical Systems, Caltech
email: marsden@cds.caltech.edu

Michael Ortiz
Graduate Aeronautical Laboratories, Caltech
email: ortiz@aero.caltech.edu

The purpose of this talk is to analyze a variational formulation of problems involving
contact and friction. Some numerical examples are done using the Coulomb model of
friction to illustrate the method.

Geometric Annealing
Benedict Leimkuhler
University of Kansas/University of Leicester
email: leimkuhl@math.ukans.edu
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The author discusses dynamical approaches to global minimization and suggests an
alternative to simulated annealing based on the combination of a temperature-controlled
extended Hamiltonian with efficient symplectic integrators.

The problem of finding the global minimum or nearly-global minima of a smooth non-
linear function f of several variables—possibly with respect to one or more constraints—
is widespread and fundamental to scientific and engineering research, including, in par-
ticular, problems in atomic and molecular physics, design of materials, protein structure,
and sphere packing. The most popular methods share certain obvious features: (1) they
are iterative in nature, generally requiring a large number of steps to find the global min-
imum of a complex function, (2) they rely on successive evaluations of f and—often—its
gradient to direct the search process, and (3) in the process of approaching the min-
imum they allow the value of f to increase as well as decrease, in order to surmount
local barriers.

Dynamical approaches to the global minimum have been developed based on a gra-
dient flow or a damped Hamiltonian flow. In either model, the local minima of f become
exponentially stable equilibria; for this reason, these flows may converge too rapidly to
local minima to form the basis of a global minimization procedure. (Although, in the
context of mild damping, it is interesting to note that certain numerical discretization
methods appropriately damp the symplectic area form.)

In this talk, an alternative approach to global minimization dynamics is developed
based on the combination of Nosé’s thermostated Hamiltonian with a cooling schedule
(as in ’simulated annealing’). Alternative formulations of the Nosé temperature control
are derived, with an emphasis on facilitating efficient symplectic integration. The nu-
merical stability of various approaches with respect to variation of the temperature is
investigated, and results of experiments with model problems are presented.

Symmetry, pseudospectral methods, and conservative PDEs
Robert McLachlan
Massey University, New Zealand
email: R.McLachlan@massey.ac.nz

Preserving the structure, for example the symmetry, of continuum objects under dis-
cretization has always been part of the field of numerical PDEs. It is well known, for
example, that Fourier pseudospectral differentiation matrices are antisymmetric while
Chebyshev ones are not. This is intimately related to the linear and nonlinear stability
of methods which used these matrices. In this talk I discuss this situation in detail
and show how the Chebyshev matrices are, in fact, skew-adjoint with respect to an
appropriate inner product, and how they can therefore provide conservative discretiza-
tions of some wave equations, with corresponding nonlinear stability and Hamiltonian
structure. For more complicated (e.g. Euler) equations, normal pseudospectral methods
are not conservative, but with care—discretizing the conserved energy and the equation
compatibly, and using antialiasing and fast transforms—they can be made to be so.
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Symmetry Reduction of Discrete Lagrangian Mechanics on Lie groups
Sergey Pekarsky
CDS, Caltech, USA
email: sergey@Qcds.caltech.edu

Steve Shkoller
CNLS, LANL, USA
email: shkoller@cnls.lanl.gov

Jerrold E. Marsden
CDS, Caltech, USA
email: marsden@cds.caltech.edu

We show that when a discrete Lagrangian L : G X G — IR is G-invariant, a Poisson
structure on (a subset) of one copy of the Lie group G can be defined by means of
reduction under the symmetry group G of the canonical discrete Lagrange 2-form wy,
on G x G. Alternatively, for the corresponding reduced discrete mechanical system
on a Lie group G determined by the (reduced) Lagrangian ¢ we can define a Poisson
structure via the pull-back of the Lie-Poisson structure on the Lie algebra ¢g* by the
corresponding Legendre transform. Our main result shows that these two structures
coincide and govern the corresponding discrete reduced dynamics. In particular, the
symplectic leaves of this structure become dynamically invariant manifolds which are
manifestly preserved under the structure preserving discrete Euler-Poincaré algorithm.

Moreover, starting with a discrete Euler-Poincaré system on G one can readily re-
cover, by means of the Legendre transformation, the corresponding Lie-Poisson Hamil-
ton-Jacobi system on ¢* analyzed by Ge and Marsden [1]; the relationship between
the discrete Euler-Lagrange and discrete Euler-Poincaré equations and the Lie-Poisson
Hamilton-Jacobi equations was examined from a different point of view in [2].
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Making Waves: Multi-Symplectic Methods for Hamiltonian PDEs
Sebastian Reich
Unwversity of Surrey
email: s.reich@surrey.ac.uk

Various Hamiltonian PDEs can be reformulated as a multi-symplectic PDEs which
implies the existence of a local conservation law of symplecticity. We take this con-
servation law as the starting point for deriving multi-symplectic methods for PDEs in
a similar manner as done in case of symplectic methods for Hamiltonian ODEs. We
will discuss multi-symplectic schemes based on Runge-Kutta collocation and finite vol-
ume methods. Numerical results will be presented for the sine-Gordon equation and a
simplified shallow water system.
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Contributed talks

Finite-Difference Approximations and Cosymmetry Conservation in
Filtration Convection Problem
Biilent Karasozen
Department of Mathematics, Middle East Technical University, 06531 Ankara, Turkey
email: bulent@metu.edu.tr

Vyacheslav Tysbulin
Department of Mathematics and Mechanics, Rostov State University, 344090
Rostov-on-Don, Russia
email: tsybulin@math.rsu.ru

We study different conservative finite-difference discretizations of partial differential
equations (PDEs) with respect to preservation of cosymmetry property. The concept of
cosymmetry was introduced recently by Yudovich [1], [2], and some interesting phenom-
ena was found for both ordinary differential equations (ODEs) and PDEs. It was shown
that cosymmetry may be a reason for the existence of continuous family of regimes of
the same type and this family is not connected with a symmetry group. Symmetry
implies identical spectrum for all points on the family, while the stability spectrum for
cosymmetric systems depends on the location of a point. We consider two-dimensional
planar Darcy filtration convection of saturated incompressible viscous fluid in a rectan-
gular container filled with porous medium. We are interested in accurate computation
of the family of equilibria. The key point here is discretization of nonlinear terms of
the PDE, which are represented by the Jacobian. Several finite difference approxima-
tions of Jacobian are compared and it was found that the Arakawa scheme provides
the most accurate results due to its conservation properties. The numerical results
given demonstrate that conservative finite-difference methods can be effectively used to
compute the continuous family of stationary regimes. We give some evidence of family
degeneration when unappropriate approximations were used, which do not preserve the
skew-symmetry of the Jacobian and nullification of the gyroscopic forces.
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Equivalence of Newmark and Variational Algorithms
and Extensions to Dissipative Mechanical Systems
Matthew West
Control and Dynamical Systems
California Institute of Technology
email: mwest@cds.caltech.edu

We present two related results. First, for conservative systems, we offer an explana-
tion for the unusually good performance of the classical Newmark family of integrators.



224 D. Computational Aspects

This is done by showing that these algorithms, as well as related schemes, are variational
in the sense of the Veselov discrete mechanics. Such variational algorithms are exam-
ples of symplectic-momentum preserving integrators and exhibit the excellent global
energy behavior typical of geometric methods. Analytical results concerning variational
integrators can, through the established equivalence, be applied to explain the observed
numerical behavior of the Newmark algorithm.

Second, we extend the variational framework to include forced mechanical systems
and, in particular, those with dissipation. This is done both by direct discretization of
the Lagrange-d’Alembert principle and by the use of a variational formulation of dissi-
pation. We demonstrate that integrators derived in this manner have good numerical
behavior in that they correctly estimate the total change in energy and momenta over
the integration run. This extends some of the advantages characteristic of geometric
integrators for conservative systems to the dissipative realm.

Posters

Constant Temperature Molecular Dynamics using an Extended Lagrangian
Method
Stephen Bond
University of Kansas
email: bondOmath.ukans.edu

Brian Laird
University of Kansas
email: blaird@caco3.chem.ukans.edu

Benedict Leimkuhler
University of Kansas
email: leimkuhl@math.ukans.edu

We present a new extended phase space method for constant temperature (canonical en-
semble) molecular dynamics. Our starting point is the extended Hamiltonian introduced
by Nosé to generate trajectories corresponding to configurations in the canonical ensem-
ble. Using a Poincaré time-transformation, we construct a Hamiltonian system with the
correct intrinsic timescale and show that it generates trajectories in the canonical en-
semble. Our approach corrects a serious deficiency of the standard change of variables
(Nosé-Hoover dynamics), which yields a time-reversible system but simultaneously de-
stroys the Hamiltonian structure. A symplectic discretization method is presented for
solving the Nosé-Poincaré equations. The method is explicit and preserves the time-
reversal symmetry. Extensions are presented for classical spin systems.
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4.6 Numerical Ergodic Theory
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Key note lecture

Set Oriented Numerical Methods for Dynamical Systems
Michael Dellnitz
Department of Mathematics and Computer Science
Unwversity of Paderborn
D-33095 Paderborn
Germany
email: dellnitz@uni-paderborn.de

Frequently dynamical systems exhibit complicated temporal behavior. In this case it
can be useful to approximate corresponding characterizing statistical quantities such as
Lyapunov exponents or invariant measures. For this purpose there have been proposed
reliable numerical techniques, which are based on a set-oriented approach rather than
on long term simulations of the underlying dynamical system. Here we give an overview
of recent developments in this area.

In particular, we explain how to approximate a natural invariant measure, that is, an
SRB-measure if such a measure exists. These measures provide the information about
the frequency by which a typical solution is observed in different parts of state space.
The numerical approximation is obtained by adaptive multilevel subdivision strategies
based on box coverings of the corresponding invariant set. (Once the invariant measure
is known Lyapunov exponents can efficiently be computed by spatial integration, see
1))

In addition to the stationary statistical behavior obtained by the invariant measure
we show how to approximate almost invariant sets (cf. [3]). These are regions in state
space where typical solutions stay for a relatively long period of time before leaving again.
(The concept of almost invariance has turned out to be useful in the approximation of
so-called conformations of molecules of moderate size, see [4].)

There are several convergence results for the (adaptive) numerical methods which
are presented here, e.g. the convergence of approximating measures to an SRB-measure.
Additionally we justify the techniques for the computation of almost invariant sets by
recent analytical results concerning the spectrum of the Perron-Frobenius operator (cf.
[2]). We illustrate both analytical results and numerical methods by several examples.
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Invited lectures

Numerical Problems for Random Dynamical Systems
Ludwig Arnold
Institut fir Dynamische Systeme, Universitat Bremen, 28334 Bremen, Germany
email: arnold@math.uni-bremen.de

We will review the state of the art of the numerical approximation of invariant objects
of random dynamical systems, in particular of

— Lyapunov exponents and rotation numbers,

— random point attractors,

— random set attractors,

— invariant manifolds,

— stationary and invariant measures,

— entropy.

Markov modelling of random dynamical systems
Gary Froyland
Unwversity of Paderborn
email: froyland@math.uni-paderborn.de

Techniques for estimating the stationary distribution of deterministic systems based
on a discrete Markov approximation of the dynamics are well known and have been
successfully used in the past. We now extend these techniques to random dynamical
systems by defining a suitably averaged Markov model. We find that these constructions
are often superior to iterative orbit based methods and for some classes of maps provide
rigorous error bounds for our estimates of the stationary distribution.

References

[1] Gary Froyland. Ulam’s method for random dynamical systems. Nonlinearity, In
press.

2] Gary Froyland and Kazuyuki Aihara. Rigorous numerical estimation of Lyapunov
exponents and invariant measures of iterated function systems and random matrix
products. Internat. J. Bifur. Chaos, In press.



Numerical Ergodic Theory 227

Finite Representation of the Conley Decomposition
Fern E. Hunt
Mathematical and Computational Sciences Division 8910, National Institue of
Standards and Technology, Gaithersburg, Maryland 20899
email: fern.hunt@nist.gov

A finite precision representation of the Conley decomposition of a continuous map
acting on a compact space is presented providing a method to find chain transitive
sets and isolating neighborhoods in terms of communication classes of a Markov chain
associated with a partition of phase space. When an attracting set supporting an SBR
measure exists we can prove the convergence of a set approximation of the attractor
and show the relation between the invariant measure and the stationary measure of the
chain. When the invariant set is Lyapounov stable and transitive, the work of Buescu
and Stewart show that the measure is uniquely ergodic. We use this result to show
converence of an approximate measure to the SBR measure.

Contributed talks

Numerical Schemes for Stochastic Delay Differential Equations
Evelyn Buckwar
Dept. of Mathematics, University of Manchester
Manchester M13 9PL, United Kingdom
email: ebuckwar@ma.man.ac.uk

We are concerned here with stochastic delay differential equations or SDDFEs, which
generalise both deterministic delay differential equations (DDEs) and stochastic ordinary
differential equations (SODEs). This class of problems is of practical interest, e.g. in
population dynamics and robotics.

Let (€2, .4, P) be a complete probability space with a filtration (A;) satisfying the
usual conditions; i.e. the filtration (A;);>o is right-continuous, and each A, t > 0,
contains all P-null sets in A. Let W (¢) be the 1-dimensional Brownian motion given
on this space. With 7 > 0 we denote by C' := C([—7,0],IR) the Banach space of all
continuous paths 7 : [~7,0] — IR given the supremum norm [|n[|c := sup,e;_, g [7(5)|;
ne . Let 0 =ty < T < oo and consider the stochastic delay differential equation
(SDDE) with one fixed lag 7:

dX(t) = f(t,X(t),X(t—71))dt + g(t, X(t))dW(t), tel0,T] } (1)
X(t) = ¥(), te]l-10]

where WU(¢) is an A;,-measurable C'([—, 0], IR) valued random variable such that &||¥||? <
oo0. The SDDE (1) is interpreted in the It6 sense. If g does not depend on X, the equa-
tion has additive noise, otherwise it has multiplicative noise. An IR-valued stochastic
process X (t) : [-7,T] x @ — IR is called a strong solution of (1), if it is a measurable,
sample-continuous process such that X\ ris (A¢)o<i<r-adapted, f: [0, 7] xIRxIR = R
and ¢ : [0,7] X R — IR are continuous functions and X satisfies (1) almost surely. It
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is well known, that a unique strong solution to Equation (1) exists, if f and g satisfy
Lipschitz conditions and a linear growth bounds.

We address the principal issues involved in progressing to the numerical treatment
of Equation (1) and our purpose is to ascertain how familiarity with methods used
for DDEs and for SODEs can be exploited to yield methods for approximating strong
solutions of SDDEs. We will present numerical results. The work is jointly performed
with Christopher Baker, at Manchester.

Supported by EU grant ERBFMBICT983282

Young Measures and Invariance
Michael Grinfeld
Department of Mathematics
Unwversity of Strathclyde
Glasgow, UK
email: michael@conley.maths.strath.ac.uk

Philip A. Knight
Department of Mathematics
Unwversity of Strathclyde
Glasgow, UK

Invariant measures are an important tool in discussing the statistics of long-term
behaviour of dynamical systems. There are two difficulties associated with this approach
to dynamics. One is that for discontinuous systems, which are becoming more and more
important in applications, the set of invariant measures may prove to be empty. Another
problem is that the set of invariant measures may prove to be too big in a sense, and
there arises the problem of picking a “physical” invariant measure from this set. In this
presentation we make a case for the use of Young measures, introduced initially by
L. C. Young in the context of chattering controls. Examples of analytic and numerical
computation of Young measures for many well-known dynamical systems will be given.

Calculation of the Morse Spectrum of a Dynamical System
George Osipenko
St.Petersburg State Technical University, Russia
email: math@math.hop.stu.neva.ru

A discrete dynamical system generated by a homeomorphism F defined on a vector
bundle E and linear on fibers is considered. The investigation is motivated by the
inspection of Lyapunov exponents of a differential on the tangent space. The Morse
spectrum is a limit set of Lyapunov exponents of periodic e-trajectories as ¢ — 0. Our
aim is the calculation of the Morse spectrum without any preliminary information on a
dynamical system. The investigation is based on methods of symbolic dynamics and all
estimates required can be obtained by standard numerical methods. A common scheme
of the study is the following. By using a covering of the associated projective bundle PE
by cells, a dynamical system is associated with the directed graph G called a symbolic
image. The symbolic image G can be considered as a finite discrete approximation of
the associated mapping PF on the projective bundle. A lot of the effective information
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on the global structure of a system on the projective bundle can be obtained by the
analysis of the symbolic image. Periodic paths on the symbolic image generate the
set. of Lyapunov exponents that are estimates of Lyapunov exponents of periodic e-
trajectories. The Morse spectrum of the symbolic image is defined as a limit set of
Lyapunov exponents of periodic paths. It turns out that the Morse spectrum of a
symbolic image is determined by Lyapunov exponents of simple periodic paths. A
periodic path is simple if it passes through different vertices. The set of simple periodic
paths is finite. This allows one to calculate the Morse spectrum of a symbolic image.
The Morse spectrum of a symbolic image is in turn an estimate of the Morse spectrum
of the initial mapping F depending on diameters of covering cells. In this manner a
neighborhood of the Morse spectrum of F can be obtained. By applying a subdivision on
the covering, a sequence of embedded neighborhoods of the Morse spectrum converging
to the Morse spectrum of F is constructed. The method discussed above is realized
as a computer software. The localization of the Morse spectrum allows one to verify
hyperbolicity by mean of a computer.

The research is supported by the Russian Foundation for Basic Researches under
Grant 97-07-90088.
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4.7 Numerics of Dynamics

Organizer : Celso Grebogi

Key note lecture

Shadowability of Chaotic Dynamical Systems
Celso Grebogi
Department of Mathematics, University of Maryland, College Park, MD 207/2
email: grebogi@chaos.umd.edu

In studying their systems, physical scientists write differential equations derived from
fundamental laws. These equations are then used to understand, analyze, predict, and
control the system’s behavior, provided one is able to determine the solutions. As the
role of nonlinearity grows in importance for the study of physics, solutions often cannot
be obtained in closed form, and numerical solutions must be relied on. Computers are
now an integral part of the physicist’s modus operands.
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A basic question always present when obtaining numerical solutions is to what extent
they are valid. This question is especially meaningful when dealing with chaotic dynam-
ics, since local sensitivity to small errors is the hallmark of a chaotic system. Floating-
point calculations commonly used to approximate solutions of differential equations or
compute discrete maps produce pseudo-trajectories, which differ from true trajectories
by new, small errors at each computational step. Despite the sensitive dependence on
initial conditions, the methods of shadowing have shown that for chaotic systems that
are hyperbolic or nearly hyperbolic, locally sensitive trajectories are often globally in-
sensitive, in that there exist true trajectories with adjusted initial conditions, called
shadowing trajectories, very close to long computer-generated pseudo-trajectories. A
dynamical system is hyperbolic if phase space can be spanned locally by a fixed number
of independent stable and unstable directions which are consistent under the operation
of the dynamics.

In the absence of hyperbolic structure, much less is known about the validity of
long computer simulations. Recently it was shown that trajectories of a chaotic system
with a fluctuating number of positive finite-time Lyapunov exponents fail to have long
shadowing trajectories. In other words, they are globally sensitive to small errors.
Such hyperchaotic system has two positive Lyapunov exponents, although finite-time
approximations of the smaller of the two fluctuate about zero, due to visits of the
trajectory to regions of the attractor with a varying number of stable and unstable
directions. The destruction of hyperbolicity caused by this phenomenon leads to global
sensitivity — only relatively short pseudo-trajectories will be approximately matched by
true system trajectories.

Our discussion of the global sensitivity of trajectories for these non-hyperbolic sys-
tems is limited in this talk to the comparison between physical models and computer
simulations, but the same questions arise whenever comparing the time behavior of two
systems evolving under similar, but slightly different dynamical rules. For example, a
natural system and its theoretical model differ by modeling errors. In the presence of
fluctuating Lyapunov exponents, global sensitivity may lead to trajectory mismatch,
in particular when long times are considered. The result is that no trajectory of the
theoretical model matches, even approximately, the true system outcome over long time
spans.

Invited lectures

Numerical exploration of homoclinic dynamics
Wolf-Jiirgen Beyn
Department of Mathematics, University of Bielefeld
P.O. Box 100131, D-33501 Bielefeld
email: beynOmathematik.uni-bielefeld.de

In many instances chaotic behavior in discrete dynamical systems is related to homo-
clinic and heteroclinic intersections. In this talk we discuss these phenomena from the
viewpoint of numerical bifurcation analysis.
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First we report on some recent results of J.-M. Kleinkauf [3],[4] on the numerical
computation of homoclinic and heteroclinic tangencies in discrete systems. His analysis
starts with the observation that these tangencies can be characterized as turnig points of
branches of corresponding orbits in sequence spaces. It is then shown how heteroclinic
tangencies can be computed numerically in a robust way by solving appropriate finite
boundary value problems. Error estimates for the branches are derived including a
superconvergence phenomenon for the critial parameter value at which the tangency
occurs.

Using these tools we then analyze bifurcation phenomena created through homoclinic
tangencies and - more generally - through closed loops of homoclinic and heteroclinic
orbits. In a certain sense a homoclinic tangency may be considered as a bifurcation
of infinite codimension. We show how this affects the continuation of multi-humped
homoclinics and their tangencies and makes it increasingly more difficult to follow them
in a reliable way. The above techniques will also be used to extend the methods for
evaluating the symbolic dynamics that is created by homoclinic intersections [1]. Finally,
we will shed some new light on the well-known result by Fiedler and Scheurle [2] that
the discretization of homoclinic orbits generically creates transversal intersections and
that these occur in an exponentially small wedge under analyticity assumptions.
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The Computation of Lyapunov Exponents via Spatial Integration
Michael Dellnitz
Department of Mathematics and Computer Science, University of Paderborn
D-33095 Paderborn, Germany
email: dellnitz@uni-paderborn.de

Philip Aston
Department of Mathematics and Statistics, University of Surrey
Guildford GU2 5XH, UK

email: maslpa@mcs.surrey.ac.uk

We propose a new method for the numerical approximation of the largest Lyapunov
exponent. This method is based on the computation of a spatial average with respect
to an underlying (natural) invariant measure rather than on a long-term simulation of
the dynamical system. Thus, this approach can be interpreted as a generalization of
the classical power method for eigenvalue problems. We will show that it is particularly
advantageous for the detection of so-called blowout bifurcations of a synchronous chaotic
state, and we illustrate this fact for a system of two coupled Duffing oscillators.
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Modeling and complexity of coupled chaotic systems
Ying-Cheng Lai
University of Kansas
email: lai@poincare.math.ukans.edu

Celso Grebogi
University of Maryland
email: grebogi@chaos.umd.edu

Coupled oscillators are relevant to a large variety of physical and biological phe-
nomena. Arrays of Josephson junctions and coupled solid state lasers are well known
examples in physics and electrical engineering. In biology, vital organs such as hearts,
auditory, visual, and central nervous systems are complex networks of many small os-
cillators such as cells and neurons. Coupled equations can also arise from spatial dis-
cretization of nonlinear partial differential equations such as the Navier-Stokes equation
in fluid dynamics. The dynamics of the fundamental elements, or the individual oscilla-
tors in the network, can be either regular or chaotic. Typically, the collective behavior
of all the oscillators in the network can be extremely rich, ranging from steady state or
periodic oscillations to chaotic or turbulent motions.

The focus of this talk is on modeling and complexity of coupled chaotic oscillators.
In particular, it has been known that chaotic dynamics may impose severe limits to
deterministic modeling by dynamical equations of natural systems. The obstruction to
deterministic modeling is caused by a type of nonhyperbolic behavior in chaotic sys-
tems: unstable dimension variability. Roughly, unstable dimension variability means
that periodic orbits embedded in the chaotic invariant set have distinct number of un-
stable directions. Theoretical argument and numerical computations will be presented
to show that unstable dimension variability is common in systems of coupled chaotic
oscillators. Evidence will also be given indicating that unstable dimension variability
may be responsible for complexity observed in these systems.
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Shadowing time for chaotic trajectories
Timothy D. Sauer
George Mason University
email: tsauer@gmu.edu
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We explore the statistical aspects of finite-time shadowing in nonhyperbolic dynam-
ical systems. A diffusion model parametrized by information from the finite-time Lya-
punov exponent distributions of the system can be used to calculate expected shadow-
ing times and shadowing distances. This explains the mechanism by which long-term
shadowing breaks down in cases of “unstable dimension variability”, when finite-time
Lyapunov exponents fluctuate about zero.

Contributed talks

Dimension and stability of sets embedded in normally hyperbolic invariant
manifolds
Volker Reitmann
TU Dresden, Germany
email: reitmann@rcz.urz.tu-dresden.de

We investigate discrete-time dynamical systems on Riemannian manifolds which are
generated by smooth maps. Using properties of associated full variational systems and
partial variational systems in direction transversal to the considered invariant subman-
ifolds we obtain conditions for orbital stability and instability of such invariant sets.
A known stabiliy criterion of Ruelle for periodic orbits of a discrete-time system with
invariant measure is formulated in terms of Lyapunov exponents. But in application
to concrete systems in synchronization theory such a criterion is not always effective.
These difficulties are handled in the present contribution by deriving stability conditions
using singular values of the tangent map. A number of these conditions leads to upper or
lower estimates of the largest two singular values of the linearized map. The techniques
which are developed here are similar to the constructions for continuous-time systems
on Riemannian manifolds used in a joint work with G. A. Leonov and A. Noack [1].

Assuming that the discrete-time system is given in feedback control form (see [2]) on
the cylinder the conditions for the stability of invariant sets are split into requirements
for the linear part (frequency domain conditions) and the nonlinearity. The contribution
is also concerned with upper bounds for the Hausdorff dimension of normally hyperbolic
invariant sets. The dimension bounds are formulated in terms of singular values of the
restricted tangent maps acting in transversal or longitudinal directions [3].
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Verification of chaos in the planar restricted 3—body problem
Daniel Stoffer
ETH-Ziirich
email: stoffer@math.ethz.ch

Urs Kirchgraber
ETH-Zirich
email: kirchgraber@math.ethz.ch

We present a computer—assisted method to verify the existence of chaotic behaviour in
discrete dynamical systems. Our approach is closely related to the procedure introduced
in Stoffer, Palmer [1]. Yet the scheme of [1] is substantially improved leading to a
more efficient procedure with a wider range of potential applications. Moreover, the
application to the planar restricted three body problem with two primaries of equal
masses is offered. As is well known, this problem is described by a four—dimensional
system of differential equations. Restricting the flow to an energy surface and defining
an appropriate Poincaré section the problem is reduced to a map in IR? to which our
method is shown to apply.

Strictly speaking we do not rigorously establish chaotic behaviour. This is due to the
fact that we replace certain rigorous error bounds by what we call realistic estimated
upper bounds.
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Wavelet Approach to Nonlinear Dynamics
Michael Zeitlin
IPME, Russian Academy of Sciences, V.O. Bolshoj pr., 61 199178, St.Petersburg,
Russia
email: zeitlin@math.ipme.ru

Antonina Fedorova
IPME, Russian Academy of Sciences, V.O. Bolshoj pr., 61 199178, St.Petersburg,
Russia
email: anton@math.ipme.ru

We consider a number of dynamical problems which are described by the systems
of ordinary differential equations with polynomial nonlinearities and with or without
some constraints. We consider variational wavelet approach for constructing explicit
solutions of these problems. We have the solutions as a multiresolution expansion in
the base of compactly supported wavelets or wavelet packet bases. In the general case
we consider biorthogonal wavelet expansions. These solutions are parameterized by
solutions of reduced algebraic problems. We consider applications to optimal control
problem and nonlinear accelerator physics problems. Also we present applications to
a number of Hamiltonian problems and their perturbations. We consider dynamical
problems in invariant variational approach via coadjoint orbit picture, semiproducts
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and metaplectic structure. We construct symplectic, Poisson and quasicomplex struc-
tures using generalized wavelets and non-standard (maximum sparse) representations
for operators in different coherent, well localized wavelet bases in functional spaces or
scale of spaces. We consider applications of our approach to the theory of homoclinic
chaos and quasiclassics. Also we consider applications to a number of wave motion
problems (nonlinear wave equations) and turbulence problems (Kuramoto-Sivashinsky
equations). We consider variational approach for constructing wavelet—Galerkin rep-
resentations via reduction from initial complicated problems to a number of standard
algebraic problems. As a result we obtained explicit representation for well localized
coherent structures.
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Remarks on computational aspects of computer assisted proofs of chaotic
behavior for ODE’s
Piotr Zgliczynski
CDSNS, Georgia Tech, Atlanta, USA
email: piotrz@math.gatech.edu

I will discuss the rigorous numerics using the computer assisted proofs of chaotic
behavior for Lorenz system and Rossler equations [1-3].

The computer part in the above mentioned proofs can be reduced to the following
problem:

Compute fast and rigorously with a-priori prescribed error the image of some relatively
big rectangle under the Poincaré map for a given ODE.

It should be stressed that we allow for relatively big errors (for example 10% of the
size of the important sets in the problem).

In principle this is an easy problem, we just have to discretize both in time (i.e. we use
Runge-Kutta , or Taylor method) and in space and then perform finite computations.
In the problems mentioned above it required up to 60 hours of computation time to
complete the task.

We discuss how the following issues influence the computation time
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e the order of the numerical method
e various norms for computation Lipschitz constant of the flow
e Lohner algorithm for error propagation

We show that different approaches lead to drastically different computation times
covering range from just minutes to years for the same problem.

The conclusion from these experiments can be formulated as follows:

The most important factor in such computations is propagation of errors due to space
discretization. It is reasonable to apply an complicated algorithm (this means that to
perform a single time step takes much computer time) if this leads to a significant
reduction of the estimate for the Lipschitz constant of the flow.

For example the use of Lohner algorithm in Rossler system can speed up computation
by a factor 1000, when compared to original computations from [2].
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Heteroclinic behavior in rotating Rayleigh-Bénard convection
Ayhan Demircan
Institute of Physics, Uniwversity of Potsdam
email: demircan@agnld.uni-potsdam.de

Norbert Seehafer
Institute of Physics, University of Potsdam
email: seehafer@agnld.uni-potsdam.de

We investigate numerically the appearance of heteroclinic behavior in a three-di-
mensional, buoyancy-driven fluid layer with stress-free top and bottom boundaries, a
square horizontal periodicity with a small aspect ratio, and rotation at low to moderate
rates about a vertical axis. The Prandtl number is 6.8. If the rotation is not too slow,
the skewed-varicose instability leads from stationary rolls to a stationary mixed-mode
solution, which in turn loses stability to a heteroclinic cycle formed by unstable roll states
and connections between them. The unstable eigenvectors of these roll states are also of
the skewed-varicose or mixed-mode type and in some parameter regions skewed-varicose
like shearing oscillations as well as square patterns are involved in the cycle. Always
present weak noise leads to irregular horizontal translations of the convection pattern
and makes the dynamics chaotic, which is verified by calculating Lyapunov exponents.
In the nonrotating case the primary rolls lose, depending on the aspect ratio, stability
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to traveling waves or a stationary square pattern. We also study the symmetries of the
solutions at the intermittent fixed points in the heteroclinic cycle.
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E. Applications

5.1 Chemistry

Organizer : lannis G. Kevrekidis

Key note lecture

New Chemistry and Mathematics
Alexander Mikhailov
Fritz-Haber-Institut der MPG, Berlin
email: mikhailov@fhi-berlin.mpg.de

Chemistry has changed and mathematics plays now an important role in this disci-
pline. Chemical systems provide paradigmatic examples of nonlinear pattern formation
described by reaction-diffusion models. Recent experimental developments in hetero-
geneous catalysis and biochemistry show that in some important cases one must go
beyond this class of models. Chemical reactions in soft matter are coupled to structural
phase transitions in such condensed systems and physical interactions between reacting
particles should therefore be incorporated into a model. Enzymes and other proteins
of a living cell form a network of molecular machines whose collective dynamics can
show coherence and mutual synchronization, similar to the behaviour found in large
populations of coupled nonlinear oscillators.

Invited lectures

Parity breaking bifurcations in reaction-diffusion systems with nonlocal
coupling
Markus Bar
Maz-Planck-Institut fiir Physik komplezer Systeme
Ndéthnitzer Str. 38, 01187 Dresden, Germany
email: baer@mpipks-dresden.mpg.de

We study two component activator-inhibitor reaction-diffusion models with nonlocal
coupling. It can be viewed either as a simple model of a pattern forming chemical reac-
tion subject to a feedback with an intrinsic length scale (range of the nonlocal coupling)
or as a limit case for a model describing the interaction of a single activator species
with two inhibitor species, one with slow and the other with fast reaction dynamics.
The nonlocal coupling introduces the possibility of an oscillatory instability with finite
wavenumber (wave bifurcation) in addition to the well known stationary bifurcation
with finite wavenumber (Turing bifurcation) and an oscillatory instability with zero
wavenumber. The linear stability analysis is performed and gives analytic criteria for
the occurence of wave bifurcation as well as various codimension-2 bifurcations, out of
which we focus on the simultaneous wave and Turing bifurcation.
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Amplitude equations of Ginzburg-Landau type are derived for the codimension-2
Turing-wave point and enable us to predict the nonlinear behavior with respect to the
appearance of traveling or standing waves and the competition of waves and Turing
patterns. Under conditions of bistability of these structures, we observe a new type
of pattern, cellular drifting states that represent a finite width inclusion of waves in
a Turing pattern background that travels in the direction opposite to the constituting
waves. This structures are unstable in the amplitude equations and appear only in a
finite distance to the onset of pattern formation. The drifting states have been stud-
ied in detail by extensive numerical studies. Their structure is similar to phenomena
occuring in experimental and theoretical studies of parity breaking instabilities in sta-
tionary cellular patterns. We compare our results to alternative approaches based on
symmetry considerations. Further away from the wave or Turing bifurcation, the mod-
els exhibit bistable behavior including the parity breaking front bifurcations studied in
pure reaction-diffusion systems. Thus, we have studied the transition from this regime
of large amplitude localized coherent structures (pulses, fronts) to a regime closer to
onset where periodic patterns described by amplitude equations appear. In the inter-
mediate regime, complex traveling patterns and patches of periodic stationary patterns
are observed.

Nano-scale Pattern Formation in Electrodissolution
Hsueh-Chia Chang
Department of Chemical Engineering, University of Notre Dame, Notre Dame, IN
46556  USA
email: Hsueh-Chia.Chang.20nd.edu

We investigate the pattern formation dynamics of two important electrodissolution
processes-electropolishing and anodization. Electropolishing is a century-old technology
that exploits the stability of free-surface dissolution dynamics to smooth metal surfaces.
An applied voltage is used to preferentially dissolve microscopic bumps on the metal sur-
face in an electropolishing electrolyte. In contradiction to this old wisdom, our group
discovered 5 years ago that electropolishing is actually unstable at submicron scales.
More interestingly, using Atomic Force Micrography, this new instability is found to pro-
duce very regular hexagonal and stripe patterns beneath the hydrodynamic boundary
layer. In the past three years, we have deciphered the electrochemical origin of this new
free-surface instability and have derived a simple evolution equation for its dyanamics.
Numerical simulation of the equation and bifurcation analyses of the resulting ampli-
tude equations provide the windows of applied voltage and electrolyte concentrations
when both regular patterns appear. They are in good quantitative agreement with our
measured experimental data. We can potentially use these results to generate nanoscale
self-assembly very cheaply.

Anodization is another electrodissolution process that involves the break down of a
metal oxide layer under an applied voltage. It is the fundamental mechanism behind
pitting corrosion of protective aluminum oxide layers—a major problem in pollution. We
have formulated this free-surface problem into a fingering process. The eletric potential
satifies the Laplace equation within a thin strip around the growing finger and nonlin-
ear curvature-dependent boundary conditions at the strip boundary due to field-assisted
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dissolution and double-layer cuvature effects. Using matched asymptotics and numerical
conformal mapping techniques, we obtained the critical voltage for the onset of fingering
and the finger dimensions as functions of the electrolyte chemistry. The results are fa-
vorably compared to our experimental data. They allow us to determine when corrosion
of a metal oxide layer occurs and the size of the resulting pits. We can also generate
hexagonally arranged pits that, if properly shrunk in dimension, can be used to house
quantum dots.

Mathematical issues in modeling chemically reacting systems
[annis G. Kevrekidis
Department of Chemical Engineering and PACM, Princeton University

Raymond E. Goldstein
Department of Physics, University of Arizona

The research area of spatiotemporal dynamics in systems involving chemical mech-
anisms and their mathematical models (e.g. reaction-diffusion PDEs) is characterized
by a fruitful interplay between mathematics and experimentation. The development of
spatially and temporally resolved observation and analysis techniques, beyond model
validation, provide constant motivation for exploring certain types of PDEs and their
solutions. The purpose of this chapter is to chart this interaction, provide a summary
of recent cases of cross-fertilization between chemistry and mathematics, and discuss
future directions for this research area.

We start by discussing certain classical reaction-diffusion and reaction engineering
paradigms (the chemistry involved in the BZ and related reactions as well as the chem-
istry of catalytic surface reactions like CO oxidation; the CSTR and the tubular reactor
as well as reverse flow reactors). Certain elements of numerical techniques for the
computer-assisted study of such models are also briefly reviewed.

We then proceed to discuss a number of current issues including

e pattern formation on inhomogeneous and anisotropic media (PDEs with spatially
varying coefficients and issues of homogenization, both analytical and numerical);

e pattern formation in spatiotemporally forced systems (PDEs with spatiotempo-
rally varying coefficients and their use in elucidating chemical and biochemical
mechanisms);

e issues of local versus longer-range (up to global) interactions and their effect on
reaction dynamics;

e complex geometry issues;
e dissipativity and its implications in low-dimensionality of the dynamics;

e the extraction of features (like fronts and pulses) and the derivation of asymptotic
dynamic equations for their evolution;

e kinetically based models of reacting media and their dynamics;
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e molecular level modeling of reaction dynamics and its real time observation;

We conclude by a discussion of current technological developments (ranging from
the technology of microreactor fabrication to wavelet based “real-time” homogenization
techniques and to issues of computational chemistry) which, we believe, will affect the
way chemically reacting systems are modelled and analyzed in the near future.

Long-Time Dynamics of Dissipative PDEs with Applications to
Reaction-Diffusion Systems
Edriss S. Titi
Unwversity of California - Irvine
email: etiti@math.uci.edu

In this talk we will discuss the long-time behavior of dissipative evolution PDEs,
with emphasize on models of fluid flows and reaction-difussion systems. In particular,
we will survey the results concerning determining degrees of freedom in such systems,
such as determining modes and nodes, global attractors and invariant inertial manifolds.
Later we will introduce a novel numerical method for integrating dissipative PDEs -
the post-processing Galerkin method. We will present numerical experiments that will
demonstrate the superiority, in computational efficiency, of this method in comparison
to the standard Galerkin and nonlinear Galerkin methods. Finally, we will present a
numerical criterion for designing a linear feed-back controller for stabilizing unstable
steady states of parabolic dissipative equations including reaction-difussion systems.

Contributed talks

Existence and mass conservation for the coagulation-fragmentation
equation
P.B. Dubovski
Institute of Numerical Mathematics, Russian Academy of Sciences
email: dubovski@inm.ras.ru

We prove existence theorem and reveal the cases when the coagulation-fragmentation
equation possesses the mass conservation property. From physical point of view the mass
conservation is usually treated as the absence of gel point.
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The mathemetical model for the combined oxydational treatment of water
with phosphorus-organical pesticidic contaminants
Ilya Gorenko
email: timur@akcecc.net

The scheme of free-radical reactions in water surroundings was proposed for a de-
composition of organical contaminants under the combined treatment of ozone, UV and
H,0,. A system of quadratic ordinary differential equations was built, which describes
this system kinetics, an investigation of dynamics and characteristic of its peculiar points
was installed. On basis of experimental data the problem of identification was stated
and solved, also the problem of system optimal control was stated:

de;
dt

=Aic+cBie+U;,, i=1,n

k
JU) => ac(T) = minU
=1

T T
/Ug(t)dt —q /U3(t)dt — 0,
0 0
c(0) = co.
e ¢c=(ci,¢o,...,c,)T -vector of substance’s concentrations in water surrounding
o A; = (ayi,a9i,...,a,i) -coefficients vector for the linear part of kinetics differntial

equation with number ¢

e B, -the matrice of quadratic form, which describes the non-linear part of kinetics
differential equation with number ¢

e U =(0,Us,Us,0,...,0)-the control vector (we can only control concentrations of
ozone and Hy0s)

e k,(k < n) -quantity of pollutants in water surrounding
e T -the final time point of oxydatinal process

e ¢ -quantity of ozone

e b -quantity of HyOy

e ¢ - vector of starting conditions

The solving of optimal control problem was conducted by means of Hamilton-
Pontryagin’s method.
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Kinetic scheme reduction in first order differential equation models
Sybille Handrock-Meyer
Technical University Chemnitz
email: Sybille.Handrock@mathematik.tu-chemnitz.de

Modelling reaction kinetics in a homogeneous medium usually leads to stiff systems
of ordinary differential equations the dimension of which can be large. A well-known
approach to reduce the dimension of such systems is the quasi-steady state assumption
(QSSA): the derivative of fast variables is assumed to be zero. This procedure requires
some knowledge of the underlying chemistry, moreover the corresponding differential
system must be explicitely given. In this paper we shall describe and justify a procedure
for a local reduction of the dimension of state space which does not require chemical
insight as well as an explicit knowlegde of the system in a singularly perturbed form.
The mathematical justification is based on the theory of invariant manifolds.

Continuation of Waves in Reaction-Diffusion-Convection Systems via
Heteroclinic and Homoclinic Orbits
Milan Kubicek
Prague Institute of Chemical Technology
email: kubicek@vscht.cz

Numerical methods for tracking of homoclinic and heteroclinic orbits provide a pow-
erful tool in analysing bifurcation problems of practical importance, such as a sudden
appearance (or extinction) of large amplitude oscillations in stirred tank reactors or oc-
currence of travelling waves in tubular reactors. Typically, such methods are formulated
as a special boundary value problem.

We formulate efficient methods for numerical tracking and continuation of homo-
clinic/heteroclinic orbits with a nonoscillatory approach to the steady state(s) in systems
of ordinary differential equations. The method allows for studying waves in spatially
one-dimensional systems upon the moving frame coordinate transformation. In the case
of homoclinic orbits, the method provides velocity-parameter curves for solitary pulse
waves. Tracking of heteroclinic orbits can be used for finding one-parameter families of
front waves. A computer implementation of the methods included in a continuation pro-
gram CONT is applied to two problems: the first one deals with pulse and front waves
in a reaction-diffusion system and the second one focuses on shock waves in adsorption
columns.

Posters

Bifurcations to mixed mode oscillations in chemical systems
Alexandra Milik
Technische Universitat Wien
email: amilik@umbriel.tuwien.ac.at



244 E. Applications

Mixed mode oscillations consist of alternating large and small amplitude oscillations
and are a common phenomenon in oscillatory chemical systems. To study this phe-
nomenon [ analyze an extended version of the Boissonade de Kepper model which is a
three dimensional Van der Pol Duffing like oscillator and shares some qualitative prop-
erties with models derived by first principles from chemical mechanisms. The model is
analyzed by means of geometric singular perturbation theory and an adapted version
of Melnikov’s method, which allows to derive approximating formulas for some of the
codimension one and two bifurcation curves.

5.2 Chemotaxis, Cross-Diffusion and Blow-Up

Organizer : Angela Stevens

Invited lectures

On a reaction—diffusion system modelling chemotaxis
Herbert Gajewski
WIAS Berlin
email: gajewskiQwias-berlin.de

Klaus Zacharias
WIAS Berlin

email: zacharias@wias-berlin.de

Chemotaxis as the oriented migration of organisms under the influence of chemical
substances can be modelled by partial differential equations of reaction—diffusion type

of the form

oU ov
= AU - : b
T U—-xV-(UVV), 5

Here U denotes the population density, V the density of the chemotactic agent. The
system is considered for positive initial values Up, Vy under homogeneous Neumann
conditions on IR, x  where Q C IR? is a piecewise smooth domain; a, 3, §, x are
positive constants. The system has the Lyapunov function

= aAV — BV + 4U.

Pv) = [ {1 (a|VV[2 4+ BV2) + Ulog U - XV)} dz
Q20
i.e. this functional decays along solutions as time increases. If

Ox|Uollz,

<1
400 ’

where © is the smallest interior angle formed by the boundary curves of €2, then
the Lyapunov function remains bounded from below for all times. Under this smallness
condition for the initial values there is a (possibly nontrivial) asymptotic state (U*,V*) .
For large initial values the system can show blow—up.
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Hyperbolic Models For Chemotaxis
Thomas Hillen
Unwversitat Tibingen
email: thomas.hillen@uni-tuebingen.de

Parabolic models for chemotaxis (e.g. Keller-Segel type models) are well known and
widely studied in the literature. They describe experiments well but are under discussion
for several reasons. First they allow for infinite speed of propagation; secondly the
relevant parameters (motility and chemotactic sensitivity) are not directly related to
the individual movement of the investigated species.

In this talk I will present hyperbolic models and transport equations for chemotaxis.
The general transport model (Alt’s equation [1]) is based on the individual movement of
the particles, and the way they respond to external stimuli. I will present results on local
and global existence of solutions of hyperbolic chemotaxis models in one dimension ([2],
[3]). In the case of global existence, the asymptotic behavior of solutions is described by
parabolic models (parabolic limit). Finally, some numerical simulations show interesting
behavior like pattern formation and finite time blow up (see [2]) and the formation of
shocks (see [3]).

The results on the 1-D model are joint work with Angela Stevens (Leipzig) and
Christian Rohde (Freiburg).
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Behavior of Solutions to a System Related to Chemotaxis
Takasi Senba
Miyazaki University, Japan
email: t0£302u@cc.miyazaki-u.ac.jp

We will talk about blow-up of solutions of the following system related to chemotaxis

(u; =V - (Vu—xuVv), z€Q, t>0,

TUs = Av — yv + au, re, t>0,

(KS) ou  Ov

gu_ 9 _ 0, t
= on 0, x €08, t>0,
[ u(+,0) = ug,v(-,0) = vy, z €
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Here € is a bounded domain in R? with smooth boundary 02, x, v, a and 7 are positive
constants, and uy and vy are non-negative smooth functions on 2.

There exists a unique solution (u, v) to (KS) defined on a maximal interval of existence
[0, Tynaz), which is smooth in z € © and 0 < t < Tyee- If up = 0 in Q, the solution
satisfies that u(x,t) > 0, v(z,t) > 0 for (z,t) € Q x (0, Tynaz)(see [6]). If T)un < 00, we
can observe that lim, »z,,., [[u(-,t)||L=() = 00, which we mean that the solution blows
up in finite time.

We refer to the system (KS) as Keller-Segel model. Keller-Segel model is a classical
model to describe the initiation of chemotactic aggregation of cellular slime molds. On
the system (KS), the existence of the solutions has been studied by [1,2,6] and the
blow-up of the solutions has been studied by [3].

Particularly, Herrero and Veldzquez [3] constructed a radially symmetric solution
with v which forms a delta function singularity in a finite time. Such a phenomenon is
referred to as the chemotactic collapse.

We will talk about some results concerning the chemotactic collapse.
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Systems of Reaction Diffusion Equations Modelling Chemotaxis and
Angiogenesis
B.D. Sleeman
Department of Applied Mathematics, University of Leeds, Leeds, LS2 9JT, UK
email: bds@amstra.leeds.ac.uk

In this paper we present a class of reaction diffusion equations based on the theory
of reinforced random walks which are being developed to model problems of chemotaxis
and tumour angiogenesis.

Results concerning local existence are presented together with a qualitative analysis
of global existence and blow-up. We also present a class of exact similarity solutions.
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Contributed talks

Numerical Blow-Up Time Convergence for Discretizations of
Reaction-Diffusion Equations
Luis M. Abia
Dpto. de Matemdtica Aplicada y Computacion, Facultad de Ciencias, Universidad de
Valladolid, Valladolid, Spain

email: abia@mac.cie.uva.es

Juan C. Lépez-Marcos
Dpto. de Matemdtica Aplicada y Computacion, Facultad de Ciencias, Universidad de
Valladolid, Valladolid, Spain

email: lopezmar@mac.cie.uva.es

Julia Martinez
Dpto. de Economia Aplicada (Matemdticas), Facultad de Ciencias Econdmicas y
Empresariales, Universidad de Valladolid, Valladolid, Spain
email: julia@esgueva.eco.uva.es

Convergence of the numerical blow-up times of finite-difference discretizations on
a uniform mesh of a 1D reaction-diffusion model is analyzed and special attention is
devoted to symmetric solutions. Also nonsymmetric solutions are considered when the
reaction term f(u) is such that f(0) = 0. Sufficient conditions for blow-up in such
discretizations are established and upper bounds of the blow-up time, which depend
on the maximum norm of the initial conditions are provided. These results, although
considering a simple situation of blow-up, extend similar ones by Chen [1] and contribute
to a better understanding on how to approximate the blow-up time of solutions of
reaction-diffusion equations [2].
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Some blowup results for the Keller-Segel model
Dirk Horstmann
Mathematisches Institut der Universitat zu Koln
email: dhorst@mi.uni-koeln.de

In this talk we consider the so-called Keller-Segel model

a(z,t) = V- (Va(z,t) — xa(z,t)Ve(z, b)), 1€QCIR?, t>0

ci(z,t) = kAc(x t) ( t) + aa(z,t), z€Q, t>0

da/On = Oc/on = r € 01, t>0 (1)
a(0,2) = ap(x), r €Q

(0, z)

Co(.’L‘), x €
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which has been introduced in [1] and [2]. We prove the existence of radialsymmetric
initial data for which the solution of (1) blows up in finite or infinite time. For the proof
we assume that (2 is a disk, v = 0 and

ax/ao(x)dx > 87k,
0
where (ax [ag(z)dz)/k. is not equal to a multiple of 8.
0

In a second result we show that if the solution blows up in the nonsymmetric case, the
blowup must happen at the boundary of Q, provided that Q C IR? is a smooth domain
and
8k, > ax/ao(x)dx > 4rk,.
Q
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Long-wave unstable thin film equations — blow-up and steady-states
M. C. Pugh
University of Pennsylvania
email: mpugh@math.upenn.edu

R. S. Laugesen
Unwversity of Illinois at Urbana-Champaign
email: laugesen@math.uiuc.edu
A. L. Bertozzi
Duke University
email: bertozzi@math.duke.edu

We consider long-wave unstable parabolic PDEs of the type

where B > 0, and n and m are positive exponents. Such equations arise in modelling the
flow of thin liquid films, driven motion in a Hele-Shaw cell, the aggregation of aphids,
and models of Type-II superconductors.

Bertozzi and I conjectured that if m < n + 2 then solutions remain L* bounded for
all time, if m > n 4+ 2 and m < n/2 the solutions can grow at most exponentially in
time, and if both m > n + 2 and m > n/2 then there is initial data whose solution has
L®° norm becoming infinite in finite time. We prove the subcritical case m < n + 2 and
discuss a specific critical and super-critical case n =1, m > n + 2 = 3.

Laugesen and I have classified a large class of nontrivial steady states of PDEs of the
above type. Here, we present the steady states, analytical and numerical results on the
linear and nonlinear stability of these steady states, and numerical simulations of the
initial value problem.
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5.3 Industrial Applications

Organizer : Andreas Schuppert

Key note lecture

Dynamic Systems in Electronics Industry
Albert B. Gilg
Corporate Technology Dept., Siemens AG, ZT PP 2, D-81730 Munich, Germany
email: Albert.Gilg@mchp.siemens.de

Globalization in industrial competition speeds up an increase in systems complexity
at reduced innovation cycle times. Systems modeling gained a key role in keeping
pace in this race. Increasing system complexity therefore enforces to keep track with
scaling-up problems of model evaluation algorithms. Furthermore it is still not possible
to fully cover industrial systems analysis and design at abstraction levels describing
systems dynamics by discrete modeling paradigms. This leads to a key challenge to
deal with continuous models, typically modeled by sets of differential equations, tightly
coupled within a discrete model environment, e.g. control structures. Another source
of problems originates of top-down design methodologies, trying to design a system by
small modifications of already existing designs or by combination from available modules
and components. This enforces a component or block-based modeling concept leading to
problems in dynamic systems analysis not yet satisfactorily solved. We discuss these core
problems in a number of different electronic systems application fields of our company,
e.g. microelectronics design, industrial plant design, automotive electronics and railway
traffic applications.

Invited lectures

An Efficient Reduced SQP Strategy for
Large-Scale Dynamic Process Optimization
Daniel Leineweber
Bayer AG, Leverkusen
email: Daniel.Leineweber.DLOBayer—AG.De
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Efficient and robust techniques for the optimization of dynamic chemical processes
are presented. In particular, we address the solution of large, multistage optimal control
and design optimization problems for processes which can be described by differential-
algebraic equation (DAE) models of index one. A new simultaneous solution strategy
— based on multiple shooting and partially reduced sequential quadratic programming
(PRSQP) — has been developed to fully exploit the structure of large sparse DAE process
models. Unlike other simultaneous strategies based on collocation, direct use is made
of existing advanced, fully adaptive DAE solvers. Since the integrations on different
multiple shooting intervals are completely decoupled, the approach lends itself well to
parallel computation.

A practical implementation is provided within the modular optimal control package
MUSCOD-II (Leineweber, 1999). The advanced BDF code DAESOL (Bauer et al.,
1997) is used for the efficient calculation of the required directional sensitivities. As
a typical application, we discuss the optimization of a batch distillation process. This
example involves a sparse nonlinear DAE model with several hundred states, leading to
a nonlinear programming (NLP) problem with several thousand variables. It is shown
that such problems can still be efficiently solved on a standard workstation using the
simultaneous strategy presented. Hence optimization strategies of this type are expected
to find widespread practical use in the near future.
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Mathematics in industry—the balance between science and economy?
Andreas Schuppert
Bayer AG
email: ANDREAS.SCHUPPERT.AS@bayer-ag.de

Although mathematical methods have a significant impact on industrial practice,
the acceptance of mathematical science in industry is comparably poor. This is on the
one side due to a lack in mathematical education of engineers and economists, on the
other side there seems to be a gap between the structure of mathematical research and
research and development structures in industry.

In this presentation on the example of mathematical applications in process industry
it will be shown how the develpopment of mathematical methods and industrial R&D
structures can be brought together.

The scope of the presentation is

e to clarify how R&D projects are structured in industry,

e to show how benefits of mathematical development can be estimated even in an
economic sense
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e to stimulate the discussion how to improve dynamical systems applications.

Contributed talks

Two-dimensional modelling of pollutant transport in a shallow basin
Moulay Mustapha Charafi
CRREE, LPEE, Groupe sédimentologie, Km7, routed’Eljadida, Casablanca, Morocco
email: mcharafi@hotmail.com

Abdelaziz Sadok
CRREE, LPEE, Group of sedimentology

Abdelaziz Kamal
CRREE, LPEE, Group of sedimentology, Morocco

Shallow basins are often used for treatment processes such a sedimentation, waste
stabilisation, etc. In this paper, a two dimensional numerical model was developed to
simulate the sediment and pollutant transport in a shallow basin. The developed model
consists of two modules: Hydrodynamic module and sediment /pollutant transport mod-
ule. A numerical hydrodynamic module based on the St-Venant equations, is resolved
by a MacCormack numerical scheme and is used to simulate the circulation pattern in
the basin. The obtained flow circulation is used as input to the sediment/pollutant
transport module to simulate the transport and dispersion of a pollutant emitted into
the basin. To calibrate the numerical model, the distorted scale model of the Winder-
mere Basin ( JIAN WU and TSANIS, 1994 ) was used. In this physical model, the flow
visualisation and pollutant transport experiments provide a good calibration. The sim-
ulated results were found to be in good agreement with the experimental measurements
and the JIAN WU results. With the aid of the validated model, the influence of the
construction of dikes on the residence time distributions in the basin were examined.
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On the non-isothermal formation of polymeric fibers
Thomas Hagen
Department of Mathematics, The University of Wales, Aberystwyth, SY23 3BZ, UK
email: toh@aber.ac.uk

Michael Renardy
Department of Mathematics, Virginia Tech, Blacksburg, VA 24061-0123, USA
email: renardym@math.vt.edu

The focus of this presentation is the nonlinear hyperbolic system governing the one-
dimensional formation of viscous or viscoelastic polymeric fibers under non-isothermal
flow conditions (“melt-spinning”). Two issues will be discussed in detail (cf. references):

1. We will address the fundamental question of well-posedness of the system in the
viscous and viscoelastic regime. The viscoelastic flow will be described through
appropriate quasi-linear fluid models in differential form. The problem of well-
posedness will be tackled through suitable energy methods.

2. We will furnish a rigorous proof that the stability of the steady-state solution
for the linearized equations in the exemplary viscous regime is determined by the
eigenvalues of the associated semigroup generator. Since the underlying equations
are hyperbolic, this result has to precede any numerical resolution of the spectrum
of the semigroup generator.
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Equality of two variable means: reduction to differential equations
Laszlé Losonczi
Department of Mathematics and Computer Sc., Kuwait University
email: losonczi@math-1.sci.kuniv.edu.kw
Let ® be a strictly monotonic continuous function and F' be a positive function on
an interval /. Then for any x = (xy,...,2,) € I" the quantity

> () F ;)
Mep(x) =01 | Z —

> F(x)

lies between the maximum and minimum of the z;’s. It is called quasiarithmetic mean
weighted by the weightfunction F. The equality problem for two such means:

M@F(X) = M\pg(X) (X € In)
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was solved by Bajraktarevi¢ [1] if n > 3 is fized and the functions are twice differentiable.
Aczél and Daréezy [2] solved the same functional equation, assuming that n (> 2) is
arbitrary and the functions are continuous.

The aim of this paper is to solve the n = 2 variable equality problem, assuming, that
the functions involved are siz times differentiable.

We can easily rewrite this problem in the form

p@)f(@) +eW)fly) (g(:c)ﬂg(y)y) ~0 (nyed)
flz)+ f(y) 9(x) +9(y)

where J = {U(z) : x € I},g=GoU¥ ' f=FoWU ! p==®0U ' First we obtain
a system of differential equations from E,,(x,x) = 0, Eppyy(x, ) = 0, Eppayyy (2, 2) =0
(here the subscripts denote partial derivatives, the first, third and fifth order derivatives
of E' do not give independent equations).

These derivatives were calculated by the software package MapleV. Eliminating from
our system the functions g, f we end up with the equation

4U"U? —18UU'U" + 15(U")* = 0

E(Jf,y) =

" " 2
where U(z) = 4&,(%) —6 (‘Z,((;C))) . Finding U is relatively simple. To determine ¢
we have to solve, among others, four Riccati equations. Then we can find ¢, f. The
functions so obtained are also solutions of the functional equation, provided that we
make suitable restrictions on their domains. The functional equation has 33 families of

solutions and 32 of them are new, compared to the case n > 3.
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Non-Newtonian Fluids
Sérka Matust -Necasova
Mathematical Institute of Academy od Sciences, Zitnd 25,11567 Prague 1,Czech
Republic,
email: matus@math.cas.cz, matusu@ math.utl.ist.pt

The investigation of the motion of viscoelastic fluids has been largely studied by
many authors but the rigorous mathematical analysis of compressible viscoelastic fluids
has been only recently considered.There exists a proof of the existence of the slightly
compressible fluids of the steady motion given by Talhouk [6] and the existence of clas-
sical solution of the steady motion of compressible viscoelastic fluids of White-Metzner
type in a bounded domain was showed by Sy [5].

The aim of this lecture is to show the existence of classical solution of the steady
motion of viscoelastic compressible fluids of Oldroyd type in an exterior domain. Fur-
ther, the existence and asymptotic behaviour of steady motion of Maxwell compressible
fluids will be shown as well as the existence of weak solution of the unsteady motion of
Oldroyd type. This is a joint work with A.Sequeira, J.H. Videman, see [1-4].
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5.4 Mechanics
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Key note lecture

Dynamical Systems, the Three Body Problem, and Space Mission Design.
Jerrold E. Marsden
Caltech
email: marsden@cds.caltech.edu

Wang-Sang Koon
Caltech
email: koon@cds.caltech.edu

Martin Lo
Jet Propulsion Laboratory
email: mwl@trantor.Jpl.Nasa.Gov

Shane Ross
Caltech
email: shane@cds.caltech.edu

This talk concerns the application of dynamical systems techniques to the problem
of heteroclinic connections and resonance transitions in the planar circular restricted
three-body problem. These related phenomena have been of concern for some time in
topics such as the capture of comets and asteroids and with the design of trajectories
for space missions such as the Genesis Discovery Mission.
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The main new technical result reported on in this talk is the numerical proof of the
existence of a heteroclinic connection between pairs of periodic orbits, one around the
libration point L, and the other around L, with the two periodic orbits having the same
energy. This result is applied to the resonance transition problem and to the explicit
numerical construction of interesting orbits with prescribed itineraries.

The point of view developed is that the invariant manifold structures associated to
L, and L, as well as the aforementioned heteroclinic connection are fundamental tools
that can aid in understanding dynamical channels throughout the solar system as well
as transport between the “interior” and “exterior” Hill’s regions and other resonant
phenomena.

Using these tools, a new technique for constructing missions, such as a petit grand
tour of the moons of Jupiter will be given. Other issues such as the use of variational
integration algorithms and optimal control techniques for low thrust missions will also
be discussed.

Invited lectures

Quasi-Periodic Motions of the Perturbed Euler Top
Heinz Hanfimann
Institut fir Reine und Angewandte Mathematik der RWTH Aachen
email: Heinz@iram.rwth-aachen.de

Let the (rotational) motion of a rigid body, fixed at one point, be perturbed by a weak
external force field. A normal form approach yields an integrable approximation, and
the 2-torus action induced by the unperturbed system allows to reduce to one degree
of freedom. This reduced system describes the (approximate) motion of the angular
momentum in space. In the same way that the domains of rotational and librational
motions of the angular momentum are separated by stable and unstable manifolds of
hyperbolic equilibria and shrink down to elliptic equilibria, the invariant 3-tori of the
integrable approximation are organised by the invariant 2-tori. This extends to the
Cantor families of persistent invariant tori of the original perturbed system.

The Hamiltonian structure of the dynamics of ideal liquid bridges
Hans-Peter Kruse
Zentrum Mathematik, TU Minchen
email: kruse@mathematik.tu-muenchen.de

A liquid bridge is a fluid drop that is trapped between two plates. The state of the
bridge is determined by the position of the free boundary ¥ of the drop and its velocity
field v. In [2] and [5] a Hamiltonian formulation was introduced for the dynamics of an
ideal inviscid liquid bridge moving under the influence of surface tension and adhesion
forces. In this model the contact lines of ¥ with the two plates are allowed to move
freely along the plates. The Hamiltonian formulation has been used in [3] to study the
stability of rigidly rotating liquid bridges with cylindrical shape and bifurcations from
the family of rotating liquid cylinders which occur upon variation of the angular velocity
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of the bridge or its angular momentum, respectively. In [1] a model is introduced to
describe axisymmetric potential flow of ideal inviscid liquid bridges with fized contact
lines. In this talk we present a Hamiltonian formulation of the equations of motion of
an ideal inviscid liquid bridge with fixed contact lines that moves under the influence
of surface tension acting on its free boundary ¥. We do not assume that the velocity
field of the fluid comes from a potential or that the velocity field is axisymmetric. The
configuration space of the liquid bridge in the Lagrangian description has the structure
of an infinite-dimensional Hilbert manifold (compare [4]). Using the methods of [3] and
[6] we study the stability of rigidly rotating liquid bridges with respect to perturbations
that fix the contact lines of the bridge and bifurcations from the family of rigidly rotating
liquid cylinders.
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Singular relative normal modes for nonlinear Hamiltonian systems
Juan-Pablo Ortega
Département de Mathématiques, Ecole Polytechnique Fédérale de Lausanne. CH 1015
Lausanne. Switzerland.
email: Juan-Pablo.Ortega@Qepfl.ch

An estimate on the number of relative periodic orbits around a relative equilibrium
in a Hamiltonian system with continuous symmetry is given. This estimate depends in
general on the topology of the singular reduced spaces, except for a few particular cases
that are also analyzed.

Symmetric Hamiltonian Systems
Tudor S. Ratiu
Ecole Polytechnique Fédérale de Lausanne
email: Tudor.Ratiu@epfl.ch
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Singular reduction tools to study the dynamics induced by a G-invariant Hamiltonian
are introduced. Several local and global approaches to the reduction problem are pre-
sented and compared. The so—called reconstruction equations are discussed in order to
provide a local picture of the equations that govern G—Hamiltonian dynamics.
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Relative Equilibria of Molecules
Mark Roberts
Unwversity of Warwick
email: mark@maths.warwick.ac.uk

This talk will describe joint work with Igor Kozin (Warwick) and Jonathan Tennyson
(UCL) on the role that relative equilibria can play in the prediction and interpretation
of molecular spectra. The presentation will concentrate on the example of the molecular
ion Hf. The global relative equilibrium bifurcation diagram for this example will be
described and ‘harmonic’ quantization and induced representation theory applied to
predict how the energies and symmetries of the lowest lying quantum states change as
angular momentum increases. A brief description of the possible spectral manifestations
of Hamiltonian Hopf bifurcations of relative equilibria will also be given.
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Examples of Relative Equilibria
Jiirgen Scheurle
University of Technology Munich
email: scheurle@mathematik.tu-muenchen.de

Analyzing the dynamics of a mechanical system usually starts with computing equi-
libria or, in other words, steady state solutions and studying their stability properties.
If a system has symmetries in the sense that there exists a group of transformations
in phase space under which the equations of motion are covariant, then the class of
most basic solutions extends to so-called relative equilibria. The talk focuses on recent
existence, stability and bifurcation results for relative equilibria of examples for both,
dissipative and conservative mechanical systems.
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Contributed talks

On the influence of the kinetic energy on the stability
of equilibria of natural Lagrangian systems
Maria Letizia Bertotti
Universita degli Studi di Palermo - ITALY
email: bertotti@dipmat.math.unipa.it

Sergey V. Bolotin
Moscow State University - RUSSIA
email: bolotin@mech.math.msu.su

We consider natural Lagrangian systems (7),II) on IR® described by the equation
%%—:g - %—Z = —%—1;, where T'(q, ) is for all ¢ € IR* a positive definite quadratic form in
¢ and II(q) has a critical point at 0. We are concerned with the question, whether the
kinetic energy can influence the stability properties of the equilibrium 0. We show that
there exist a C'*° potential energy II and two C'* kinetic energies 7" and T such that the
equilibrium ¢(t) = 0 is stable for the system (7', 1I) and unstable for the system (7, II).
We conclude that for C'* natural systems the kinetic energy can influence the stability.

In the analytic category this isn’t true.
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On the stability of relative equilibria of tethered satellite systems
Martin Krupa
Technische Universitat Wien
email: krupa@umbriel.tuwien.ac.at

Martin Schagerl
Technische Universitat Wien
email: martin.schagerlQtuwien.ac.at

Alois Steindl
Technische Universitat Wien
email: alois.steindl@tuwien.ac.at

Hans Troger
Technische Universitat Wien
email: hans.troger@tuwien.ac.at

We consider the stability problem of the orbital motion of a system of two satellites
joined by a flexible continuous elastic tether, which can have a length up to 100 km. The
system moves under the action of the gravitational field of a perfectly spherical Earth
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[1]. This stability problem is quite complicated, because an infinite dimensional system,
described by a set of coupled nonlinear ordinary and partial differential equations, must
be analysed. Analytical solutions may be expected only in special cases.

One special case is given by a circular orbit of the system’s center of mass. Due
to the O(3)-symmetry there exist relative equilibria, which correspond to equilibria in
properly rotating frames. These states are of great practical interest. Their stability
will be investigated by means of the reduced energy momentum method [2] since by
symmetry, besides energy, also the angular momentum is conserved.

We will distinguish between two different types of relative equilibria, existing for the
considered system. One are the so-called trivial relative equilibria, for example, the
practically most important state where the tether is in its radial configuration. The
nontrivial (wavy) tether configurations require active control of the motion of at least
one of the satellites. By means of the application of the reduced energy momentum
method we show that the trivial radial relative equilibrium state is stable provided the
tether is not too long. For the nontrivial relative equilibria we formulate a bifurcation
problem, where we vary the position of one of the satellites relative to the other and
check the stability of the resulting configuration of the tether, which is supposed to be
longer than the straight distance between the two satellites.

Numerical methods have to be applied, first, in the calculation of the relative equi-
libria by Finite Differences and, further, in the evaluation of the stability condition
following from the reduced energy momentum method. This is done by formulating an
eigenvalue problem.
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Evolution of rotations of a rigid body under the action of perturbed
moment
Dmytro Leshchenko
Odessa State Academy of Civil Engineering
email: zernovQusm.tm.odessa.ua

The authors investigated perturbed rotational motions of a rigid body, similar to
regular precession in the Lagrange case, under the action of the moment that is slowly
changed in time. The average system of equations of motion is obtained in the first
approximation. Examples are considered. The qualitative features of the motion are
noted. Perturbed rotational motions of a rigid body, similar to regular precession in the
Lagrange case, when the restoring moment depends on the rotation angle are investi-
gated. The averaged system of equations of motion is obtained and investigated in the
first and second approximations. Specific mechanical models of the perturbations are
considered.
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Nonlinear stability of periodic and relative periodic orbits in Hamiltonian
systems
Juan-Pablo Ortega
Département de Mathématiques, Ecole Polytechnique Fédérale de Lausanne. CH 1015
Lausanne. Switzerland.
email: Juan-Pablo.Ortega@Qepfl.ch

The classical Dirichlet criterion on the stability of equilibria in Hamiltonian systems
is generalized to handle the orbital stability of periodic orbits. The result obtained is
adapted to the study of the stability of relative periodic orbits in Hamiltonian systems
with symmetry.
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Posters

An Explicit Smale Horseshoe for Generic Quadratic Maps
Diego Vaz Bevilaqua
Instituto de Fisica, Universidade Federal do Rio de Janeiro
email: dvaz@Qif.ufrj.br
Mario Basilio de Matos
Instituto de Fisica, Universidade Federal do Rio de Janeiro
email: mario@if.ufrj.br
The aim of this work is to present some new results regarding the distribution of
homoclinic and periodic points in generic quadratic mappings. We show that it is
possible to obtain asymptotic formula for the coordinates of such points. The main
feature of these formula is that they depend only on the eigenvalue of the fixed point
and give the coordinates in terms of integers.

5.5 Models in Biology, Medicine and Physiology
Organizer : Philip Maini

Key note lecture

From microscopic models of individuals to continuum chemotaxis equations
Hans G. Othmer
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Department of Mathematics, University of Utah
email: othmer@math.utah.edu

A characteristic feature of living systems is that they sense the environment in which
they reside and respond to it. The directed motile response of organisms to chemi-
cal cues is called chemotazis. Frequently this individual response is manifested by the
collective movement of a population up a gradient of concentration of some chemoat-
tractant. Smaller organisms such as bacteria frequently rely on some form of kinesis,
which involves modulation of either the speed or the duration of movement in response
to environmental conditions. Both taxes and kineses are often described by macroscopic
chemotaxis equations of the form

op

or
where p is the density of ‘particles’ and c is the attractant density, even though the
stochastic processes that describe movement at the single-organism level may be quite
different. Chemotaxis equations have been derived from a variety of standpoints, and
we will discuss several of these. In particular, we show how these can be obtained
either from reinforced random walks on a lattice [1], or from a transport equation that
describes the velocity jump stochastic process [2].

V- (DVp — px(c)Ve), (1)

The simplest version of the mathematical model describing the velocity jump process
leads to the equation

% (z,v,t) +v-Vplx,v,t) = =Ap(x,v,t) + A /VT(U, v )p(x, v’ t)dv', (2)
where p(x,v,t) denotes the density of particles at spatial position x €  C IR", moving
with velocity v € V' C IR" at time ¢ > 0. We first show how to derive a diffusion equation
in the diffusion limit of (2), using only a generalized Perron-Frobenius property of the
integral operator. In the diffusion limit the diffusion matrix D is not diagonal in general,
and we discuss necessary and sufficient conditions under which D reduces to a scalar
times the identity. We also show that to derive chemotaxis equations such as (1) we
must require suitable conditions on the strength of the bias due to the external field,
we give an estimate for the accuracy of the limit equation, and we show how to obtain
higher order approximations.
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Invited lectures

Bifurcation analysis of an orientational aggregation model
Edith Geigant
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Theoretical Biology, University Bonn, Germany
email: edith.geigant@uni-bonn.de

We consider the following integro-differential equation for the development of a func-
tion f on the circle S = IR/Z over time.

£10) = = [ W0, 0) 1 0) dw+ [ WIFI(,0) () di 1)

Here W is a functional mapping functions on S* to functions on S* x S'. We choose
the following form for W.

WIAO.0) = [ h(6 = 0)Golv— 0 — v(6— 0)) F(6) do. 2)

where G, is a periodic Gaussian of deviation o, v : S* — S! is an odd function, and
h:S* — IRsg is an even function of total mass [q h = 1.

Equations (1, 2) describe orientational aggregation of particles (e.g., acting filaments)
by a jump process, where a particle located at an angle 6 interacting with another
particle located at an angle ¢ changes its orientation instantly to an angle 1. This
new angle is chosen relative to the locations of the interaction partners; its preferred
value is given by v, and the accuracy of the movement is measured by o. The rate (or
probability) of interaction depends on the relative angle ¢ — 6; it is given by h.

We study the bifurcation behaviour of the model (1, 2) in some detail. In particular,
we show that when there is a generic bifurcation from the homogeneous distribution
(i.e., exactly one of the eigenmodes changes stability), there is an analytic branch of
stationary solutions emanating from the bifurcation point whose power series expansion
can be computed explicitly. Moreover we show that our model can exhibit a wide variety
of types of dynamical behaviour, for example travelling waves, periodic solutions not of
travelling wave type, and solutions combining characteristics of both.

Modelling the cellular response to multiple guidance cues
Kevin Painter
Department of Mathematics, University of Utah
email: painter@maths.ox.ac.uk

The chemotactic response of a cell population to a single chemical species has been
characterized experimentally for many cell types and has been extensively studied from
a theoretical standpoint. However, cells frequently have multiple receptor types and can
detect and respond chemotactically to more than one chemical. How these signals are
integrated within the cell is not known, and a macroscopic phenomenological approach
is therefore often adopted. In this talk, I present chemotactic models based on partial
differential (chemotaxis) equations for cell movement in response to multiple chemotactic
cues. The derivation generalizes the approach of Othmer and Stevens, [1], who have
recently developed a modeling framework for studying different chemotactic responses
to a single chemical species. The importance of such a generalization is illustrated by the
effect of multiple chemical cues on the chemotactic sensitivity and the spatial pattern
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of cell densities in several examples. The model can be shown to generate the complex
patterns observed on the skin of certain animal species, and used to model a variety of
biological phenomena, including patterning in bacteria populations and axonal guidance
during development of the nervous system.
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Contributed talks

Bifurcations of traveling wave solutions in population models with taxis
Faina Berezovskaya
Center of Forest Ecology R.A.S.
email: faina@cepl.rssi.ru

Georgy Karev
Center of Forest Ecology R.A.S.
email: Gkarev@hotmail.com

We study the conceptual polynomial model of population with auto-taxis:

P, = F(P) + (P,/Fi,(P)/Fis(S)S,),, (4)
S, = Ty (P)T»(S)

where P, S are correspondingly density of population and substance produced by pop-
ulation, functions F'(P) and T'(P,S) = T1(P)T»(S) describe the kinetics of population
and its substance, constant D > 0 is a diffusion coefficient and function F(P,S) =
/Fi1(P)/Fiy(S) is cross-diffusion coefficient. Under condition of /F'iy(S)T(S) = const
(see Othmer, 1997) we describe all principal wave solutions P(r,t) = P(r + ct) = p(z)
and corresponding wave regimes of the model arising with non-linear autotaxis for lin-
ear, quadratic and cubic local kinetic function F'(P). We describe also rearrangements
of such regimes with change of parameters of function F' and the velocity ¢ of wave
propagation.

Investigation of the model (A) is based on transition to corresponding wave ODE
system and systematic using of bifurcation diagrams of normal forms ODE to which
wave systems are reduced by linear transformations.

Some possible applications of obtained results to study of dynamics of ameba popu-
lations, forest insect outbreaks, etc. are discussed.

Homoclinic bifurcation in a Hodgkin-Huxley Model of Thermally Sensitive
Neurons
Ulrike Feudel
Institut of Physics, University of Potsdam, Germany
email: ulrike.feudel@agnld.uni-potsdam.de
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Alexander Neiman
Center for Neurodynamics, University of Missouri at St. Louis
email: neiman@neurodyn.umsl.edu
Xing Pei
Center for Neurodynamics, University of Missouri at St. Louis
email: xpeiOnewton.umsl.edu

Winfried Wojtenek
Center for Neurodynamics, University of Missouri at St. Louis
email: wojtenekQumsl.edu

Frank Moss
Center for Neurodynamics, University of Missouri at St. Louis
email: mossf@umslvma.umsl.edu

Bursting and irregular spiking activity of neurons is often observed in electrophysio-
logical experiments. Recently, several studies give strong arguments that this irregular
behavior can be explained in terms of low-dimensional dynamics. To investigate the
spiking activity of thermally sensitive neurons we study global bifurcation phenomena,
in particular homoclinic bifurcations, in a modified Hodgkin-Huxley model. This model
has been proposed by Braun et al. [1] and mimics the action potential observed in
electroreceptors from dogfish [1], catfish [2], from facial cold receptors [3] and hypotha-
lamic neurons of the rat [4]. Using the temperature as the control parameter, a large
region of chaotic behavior is identified. In a certain temperature region we obtain a
sudden increase in the Poincaré return time. We provide numerical evidence that this
increase can be explained as a result of a homoclinic bifurcation related to a fixed point
of saddle-focus type in the four-dimensional state space. The transition is accompanied
by intermittent behavior which obeys the universal scaling law for the average “laminar
phase” with the distance from the homoclinic bifurcation. Furthermore, we discuss the
influence of noise on the homoclinic bifurcation in the modified Hodgkin-Huxley model
to compare our results with observations from electrophysiological experiments, which
are always contaminated by noise. In such experiments, the only measurable quantity
are interspike intervals which can be regarded as a direct measurement of the Poincaré
return time. We present experimental results of interspike interval measurements taken
from the crayfish caudal photoreceptor, which qualitatively demonstrate the same bi-
furcation structure.
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General models of size-dependent population dynamics with nonlinear
growth rate
Nobuyuki Kato
Shimane University
email: nkato@math.shimane-u.ac. jp
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We shall investigate the size structured population models having the birth and aging
functions of general type with the growth rate depending on the individual’s size and
total population. The models are described as the following initial boundary value
problem with nonlocal boundary condition:

ug+ (V(z, P(t))u), = Gu(-,t))(z), x€[0,]), 0<t<T,
V(0, P(t)u(0,t) = C(t) + F(u(-,t)), 0<t<T,

u(z,0) = up(x), x€]0,1),

P(t) = flu(x,t)de, 0<t<T,

where the unknown function u(z,t) stands for the density of the population of size x at
time ¢ and [ € (0, 00] is the maximum size, and so P(t) is the total population at time
t. The mappings F' and G correspond to the birth and aging functions respectively.
The function V(z, P(t)) represents the growth rate depending on the size x and the
total population P(t) at each time. The function C' describes the inflow of zero-size
individuals from an external source.

Our aim is to generalize the results of A. Calsina and J. Saldana [1], where they
treated the birth and aging functions of the Gurtin-MacCamy type:

F(u(-,t) = fy B(z, P(t))u(w, t)dz,
G(u(-,t))(x) = —m(z, P(t))u(x,t).

This assumption is essential in their arguments. We deal with the birth and aging
functions of general type as treated in [2] by G. Webb in the age dependent case (which
is equivalent to the case V' = 1) and we show the existence of the solution.
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Modeling of heterogeneous populations
Georgy Karev
Center of Forest Ecology and Productivity of Russian Academy Sciences
email: gkarev@hotmail.com , karev@cepl.rssi.ru, Georgy.Karev@epc.u-sud.fr

Individual-based models of dynamics of heterogeneous population with distributed
values of parameter and initial conditions of variables are suggested. The resulting model
represents the system of ODE (note that under standard approaches the dynamics of
heterogeneous population is described usually by partial differential equations). The
formulae for calculation of current average values and dispersions of phase variables
and parameters with the help of auxiliaries variables satisfying to a system of equations
in variations are obtained. Two main examples are considered: 1) the phenomenon
of formation of patterns (known as gap, locus, cenon) in tree populations from initial
heterogeneous subpopulation of trees; 2) the models of number dynamics of population
with distributed values of a reproduction factor and/or environment parameters. The
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interesting new effect was founded even for simple population model by Alle’ type.
Namely, even small non-zero dispersion of environment parameter can result to probably
short-lived, but having large amplitude number outbreaks. The research was supported
by grants RFFI N 98-04-48502 and 99-04-00234.

References: 1. G.P. Karev. Structured Models of Pattern Formation of Tree Popu-
lations. Modelling of Nature Resources (in press).

Nonlinear mathematical model of pulsed-therapy of heterogeneous tumors
Abdelkader Lakmeche
Unwversity of Sidi Bel Abbes
email: Lakmeche@Qyahoo.fr

The impulsive models arise, generally, in the description of phenomena in the applied
sciences subjected to abrupt external changes, where the time of the change can be
neglegted, and can be considered as a jump in the simulation of the phenomena under
study.

More specifically, we consider the following heterogeneous tumor model

I=r (z,y)x (1)
J=rs (2,9)y (2)
z(tr) = m D,z (tn) ,y (1)) (3)
y (65) = 0n (D, (1) ,y () (4)

where D is the drug dose administered, © and y are, respectively, the biomass of sen-
sitive cells and drug resistant cells. The values ry (z,y), 2 (x,y) are, respectively, the
growth rates of sensitive and drug resistant cells. The values n, (D, (t,),y (t,)) and
0, (D,x (t,),y (t,)) are, respectively, the biomass of sensitive and resistant cells which
survive after the n' drug dose D administered at the moment ¢,, the sequence (¢;) is
strictly increasing.

Travelling wave solutions for reaction diffusion equations
Luisa Malaguti
Department of Mathematics - University of Modena and Reggio Emilia (Italy)
email: malagutiQunimo.it

As it is well-known, the following general reaction diffusion equation

ot " Tor  ox

Ou , o) _ 9 [d(w%]w(u) 1)

frequently occurs in many biological and chemical models (see i.e. [2] and [3]). It takes
into account both a non-linear convection effect introduced by the term ) and a

o
density dependent diffusion given by the function d(u).
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In [1] we provide results on the existence of travelling wave solutions, that is solutions
u(t, z) of equation (1) such that u(¢,x) = u(z) with z = x + ¢t. The constant ¢ stands
for the speed of the wave. To be physically realistic u(z) has to be bounded for all z
and non-negative. Therefore, the existence of bounded travelling fronts for equation (1)
essentially reduces to the study of the following boundary value problem on the real line

(d(w)u) = ((c+ W) +gw) =0 ("=2)
(2)

u(—o00) =0, wu(+o00) =1

where we stress that also the real constant c¢ is an unknown of the model.

Using lower and upper solutions techniques, we get an existence and uniqueness
result of monotone solutions of (2) for any speed ¢ > ¢*, and provide an estimate for
the threshold value c* .

Main Result Assume that b/, g,d are continuous in [0,1], with mind(u) > 0. Then,
if D*(dg)(0) < +o0, there ezists a constant c¢* with

2¢mumm—wmsas4swﬁg%@—ﬁ&mw

u€]0,1]

such that (2) admits monotone solutions if and only if ¢ > ¢*. Moreover, the solution
is unique (up to a translaction of the origin).

Whereas, if D4 (dg)(0) = 400, problem (2) does not admit monotone solutions for
any speed c.
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The Basic Reproduction Number for STD’s and Linear Chains
Johannes Miiller
Biomathematics, University of Tibingen
email: johannes.mueller@uni-tuebingen.de

In models for infectious diseases, the basic reproduction number is the crucial param-
eter which determines the stability of the uninfected situation, i.e. the possibility of
an outbreak. In simple situations it depends in a monotone way on the infectivity.
Non-monotone behavior may occur in diseases where infectivity depends on time since
infection and where transmission depends on social structure [1]. A typical applica-
tion is the HIV infection where transmission rates depend on existing pair bonds and
infectivity changes drastically over time.
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A class of epidemic models with pair formation and infectivity depending on time
since infection is defined within the framework of hyperbolic PDE’s. The reproduction
number is derived and leads to a non-autonomous cyclic linear reaction chain

T1 > X T3> <> Ty < X1

where additionally there is an outflow from each state with a rate p(t). Note that no
transition is possible from state two to state one. Let furthermore a4 (¢) be the transition
rate from state one to state two. If we choose as initial values x;(0) = 1 and z;(0) = 0
for 2 =1, .., n, the reproduction number can be represented as the number of transitions
from state one to state two,

Ry = /OOO ay(7)xy (1) dT.

The monotonicity of Ry with respect to the infectivity function is equivalent to the the
monotonicity of [;° «y(7)z,(7) dr with respect to an increase of the transition rates from
the states ¢ to states ¢ + 1, and a decrease of the transition rates from the states ¢ + 1
to states 1.

The crucial idea of the proof of this monotonicity theorem is to reformulate the
solution of the ODE as an integral of sequences, which mimic a stochastic random
walk. We do not directly use the stochastic process but a construction that has similar
properties, such that it is possible to apply methods from the theory of stochastic particle
systems [2].
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Model reduction by extended quasi-steady-state approximation
Klaus R. Schneider
WIAS Berlin

email: schneider@wias-berlin.de

Thomas Wilhelm
Institut fir Gewasserokologie und Binnenfischerei
email: wilhelm@igb-berlin.de

The quasi-steady-state assumption (QSSA) can be justified mathematically by the
existence of an exponentially attracting integral manifold for the corresponding system
of singularly perturbed differential equations. We extend the QSSA with respect to
the class of differential systems as well as with respect to the order of approximation.
Especially, we extend it to the class of singular singularly perturbed systems where
the associated system has a first integral. That means, we may introduce slow pool
variables by means of a (nonlinear) coordinate transformation. As an application we
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prove that the trimolecular autocatalator can be approximated by a fast bimolecular
reaction system. Finally we describe a class of singularly perturbed systems for which
the first order QSSA can easily be obtained.
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Periodicity versus chaos in population dynamics
Hans Thunberg
Dep. of Mathematics, KTH, Stockholm
email: hasset@math.kth.se

Using recent results on the asymptotics of families of one-dimensional mappings we
investigate two standard models in population dynamics, namely the Ricker family

Ry5(x) = Aze " A>1, >0

and the Hassell family

AT
(1+xz)p’

These models seek to describe certain single-species population dynamics, where A is
the intrinsic reproduction rate, and [ controls the damping for large populations due
to the environmental effects. Lately the work by Gyllenberg, Hanski and Lindstrom
shows that models such as these also can be derived from more complicated models
with structured competition processes.

H)\ﬁ(.’li) = A>1, [B>1.

Our focus is on generic behavior seen for many parameters and many initial con-
ditions. There is an almost dichotomy between maps with stable cycles and strongly
chaotic maps. Strongly chaotic maps here means maps with global, exponential sensi-
tivity to initial conditions and an invariant probability measure, with integrable density,
describing the asymptotics of almost all initial conditions.

The following generic results are applicable to the families above: (i) Each map has
a unique metric attractor; (ii) Maps with stable cycles are dense in parameter space;
(iii) Strongly chaotic maps appears with positive frequency in parameter space; (iv)
Asymptotic dynamics is almost independent of initial conditions, and can in most cases
be described by an invariant probability measure; (v) Various (in)stability properties of
these asymptotic distributions.

Posters

Parameter estimation and model selection in ODEs: the lipid metabolism
Thorsten G. Miiller
Freiburger Zentrum fur Datenanalyse und Modellbildung
email: muellert@fdm.uni-freiburg.de
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Karl Winkler
Freiburger Universitatsklinik
email: winklerQukl.uni-freiburg.de

Jens Timmer
Freiburger Zentrum fir Datenanalyse und Modellbildung
email: jeti@fdm.uni-freiburg.de

Modelling biological non-linear dynamical systems is often done using ordinary differ-
ential equations (ODE). To analyze these systems and the underlying mechanisms with
help of data it is crucial to evaluate different modelling approaches and to estimate
parameters of the models. To get numerically stable estimates of the parameters we
apply the so-called multiple-shooting method [1], [2]. To identify the model which fits
the data best we apply likelihood-ratio-tests which have to be adjusted to the occur-
ing non-standard conditions. This concept is exemplified with a data set from human
lipoprotein metabolism where different compartment models are compared.
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5.6 Molecular Modelling

Organizer : Folkmar Bornemann

Key note lecture

Conformational Dynamics: How to Compute Almost Invariant Structures
in the Complicated Motion of Molecular Ensembles
Christof Schiitte
Konrad-Zuse-Zentrum, Takustr. 7, D-14195 Berlin, Germany
email: schuette@zib.de

The function of many important biomolecules comes from their dynamic properties
and their ability to switch between different conformations. In a conformation, the
large scale geometric structure of the molecule is understood to be conserved, whereas
on smaller scales the system may well rotate, oscillate or fluctuate. In [2], it has been
demonstrated that conformations can be understood as almost invariant sets of the
Hamiltonian system governing the molecular dynamics. Moreover, it has been proposed
to follow DELLNITZ and JUNGE [1] in computing these almost invariant sets via certain
eigenvectors of the Frobenius Perron operator of the system. We will shortly review this
approach in its application to molecular dynamics and discuss its potential drawbacks
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in this particular case. Analysis of these drawbacks will lead us to the insight that the
Frobenius-Perron operator must be replaced by some specific Markov operator 7' that
correctly describes the statistical fluctuations within the molecular ensemble [3]. This
reformulation leads to nonlinear state space Markov chains that replace the deterministic
Hamiltonian systems of the original approach. The conformations are identified using
eigenvectors of T' corresponding to the eigenvalue cluster near the maximal eigenvalue
1. Following [4], we illustrate and justify this approach by discussing statistical and
spectral properties of 1" and the associated Markov chain. In order to approximate the
desired eigenvectors of T, we discretize the corresponding eigenvalue problem by means
of a specific Galerkin procedure. This results in a stochastic discretization matrix Ty [5]
for which, even for large molecules, the eigenvectors can be computed efficiently. Finally,
it is demonstrated how this leads to approximate conformational subsets. Our approach
allows for the first time to identify dynamical conformations of molecular ensembles
including their stability life spans and the rate of transitions between them:.
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Invited lectures

Molecular Propagation through Crossings and Avoided Crossings of
Electron Energy Levels
George A. Hagedorn
Virginia Polytechnic Institute and State University
email: hagedorn@math.vt.edu

Most information about molecular propagation is obtained from the time—dependent
Born—-Oppenheimer approximation. This approximation fails to apply if two electron
energy levels cross or approach close to one another for some configuration of the nu-
clei. In this talk we describe the time—dependent Born—-Oppenheimer approximation
and discuss what happens when a molecular system propagates through a generic level
crossing or avoided crossing.
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Adiabatic Evolution of Systems with Infinitely many Eigenvalue Crossings
Alain Joye
Institut Fourier, Grenoble
email: alain. joyeQujf-grenoble.fr

Monti Francois
LPUB Dijon

Guérin Stéphane
LPUB Dijon

Jauslin Hans
LPUB Dijon

We formulate an adiabatic theorem adapted to models that present an instantaneous
eigenvalue experiencing an infinite number of crossings with the rest of the spectrum.
We give an upper bound on the leading correction terms with respect to the adiabatic
limit. The result requires only differentiability of the considered spectral projector, and
some geometric hypothesis on the local behaviour of the eigenvalues at the crossings.

Enhanced Quantum—Classical Molecular Dynamics:
Models and Numerical Integrators
Peter Nettesheim
Konrad—Zuse—Zentrum Berlin, Berlin, Germany
email: nettesheim@zib.de

Christof Schiitte
Konrad—Zuse—Zentrum Berlin, Berlin, Germany
email: schuette@zib.de

In recent years, mized quantum—classical models have attracted much interest as approx-
imation to a full quantum dynamical description in molecular dynamics. The attention
is based on the hope to overcome the obstacles of the widely used Born-Oppenheimer
approximation. In this particular model, the dynamics of light particles (i.e., electrons)
is adiabatically coupled to the classical dynamics of heavier nuclei. It has been assumed
that the so—called QCMD model, which consists of a singularly perturbed Schrodinger
equation nonlinearly coupled to Newtonian equations, might describe the — in many
applications crucial — nonadiabatic effects as well. The approximation properties of
QCMD were thoroughly analyzed [1,2]. It could be shown that QCMD is a valid approx-
imation under certain assumptions and in mildly nonadiabatic scenarios only. A novel
and much more promising approach for nonadiabatic systems leads to the Quantum-—
Classical-Liouville equation [3] implying some kind of QCMD surface-hopping [4].

But not only the modelling should gain attention. To efficiently obtain a reliable nu-
merical solution of the model equations the development of numerical integrators for the
case of a singularly-perturbed PDE coupled to a Hamiltonian ODE is required. Due to
the great variation of application problems, there are many different ways to discretize
the system: using structure conserving [5], long—time-step [6] and averaging methods
[7,8].

The first part of the talk is dedicated to an overview of the approximation properties of
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some quantum-—classical models. In the second part of the talk numerical algorithms to
solve the derived model equations will be considered.
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Contributed talks

Electronic structure calculations via reduced density matrices and
semidefinite programming
Bastiaan J. Braams
Courant Institute, NYU
email: braams@courant.nyu.edu

Joint work with Shidong Jiang, Madhu Nayakkankuppam, Michael L. Overton and
Jerome K. Percus (Courant Institute) and Francois Oustry (INRIA-Grenoble). The
ground state variational problem for a many-electron system may be formulated in
terms of the one-body and two-body reduced density matrices instead of the complete
wavefunction [1-2]. A central issue is the “representability problem” of characterizing
(through convex inequalities) the class of functions that can arise as density matrix of
a many-electron system. The calculation of ground-state properties then reduces to
a linear optimization problem subject to the representability constraints, of which the
simplest ones are a finite set of linear equalities and bounds on eigenvalues, as in semidef-
inite programming. Significant work on this application was done in the 1970s [3], but
interest has waned since, partly because of the unsettled status of the representability
problem and partly because of the computational cost of solving the associated optimiza-
tion problem. Recent advances in the application of interior-point and related methods
to semidefinite programs [4] have encouraged us to revisit the reduced density matrix
approach to electronic structure calculations. Our research follows two tracks. On one
hand we are using analytical and numerical approaches to develop new representability
conditions. Our new conditions extend fundamentally the known ”diagonal” conditions
developed in the 1970s [5], which correspond to the well-studied problem of characteriz-
ing the Cut Polytope [6]. While a complete solution of this problem appears intractable,
we hope that our approach will bring the status of the complete representability problem
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to the same level as has been achieved for the diagonal problem. On the other hand,
we are exploring numerically the strength of the known representability conditions by
calculations on model systems, in which we compare the ground state energy found by
the optimization approach with the ground state energy found using full configuration
interaction.
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5.7 Patterns

Organizer : Paul C. Fife

Key note lecture

The Viscous Nonlinear Dynamics of Twist and Writhe
Raymond E. Goldstein
Department of Physics, University of Arizona, Tucson, AZ 85721
email: gold@physics.arizona.edu

Motivated by diverse phenomena in cellular biophysics, including DNA transcription
and replication, and bacterial flagellar motion, I describe recent work on four aspects
of the overdamped nonlinear dynamics of a an elastic filament in the low Reynolds
number regime. (i) A geometrically exact and gauge-invariant intrinsic formulation,
utilizing the "natural” frame of space curves, that yields coupled nonlinear PDES for
the time evolution of the complex curvature and twist density, and thereby describes
the dynamic interplay of twist and writhe. (ii) A class of problems in the dynamics of
forced elastic filaments (and related experimental work) that reveals the basic principles
of elastohydrodynamics, and in the case of rotational forcing, the competition between
twist injection, twist diffusion, and writhing instabilities. (iii) A mechanistic explanation
for ” chirality inversions” observed in helical bacterial flagella in external flow fields. (iv)
Preliminary experiments with optical trapping techniques on the elasticity of supercoiled
bacterial fibers that reveal for the first time the bending modulus of a bacterial cell.
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Invited lectures

Modelling Bioconvection at Low and High Volume Fractions of Swimming
Bacteria
John O. Kessler
Department of Physics, University of Arizona, Tucson, AZ 85721
email: kessler@physics.arizona.edu

Modelling the dynamics of suspensions containing swimming micro-organisms requires
equations governing (1)conservation of organisms, (2)conservation of advected and dif-
fusing passive scalars which may be emitted or consumed, and which may affect the
probability density functions for the organisms’ swimmng velocity, (3)conservation of
mass, and (4)conservation of momentum, the Navier-Stokes equations. Conservation of
mass conventionally leads to divU=0, where U is the fluid velocity. When organisms
can swim relative to U, and when their volume fraction becomes large, e.g 0.1, this
equation must be augmented. The variability of fluid density, due to swimming, must
also be accounted for in the D(momentum)/Dt term of the Navier Stokes equations.
The experimental motivation for this research, observations of ”microturbulence” in
concentrated bacterial suspensions, will be described.

Spatio-Temporal Phase Patterns in Forced Oscillatory Systems
Ehud Meron
Institute for Desert Research and the Physics Department, Ben-Gurion University,
Sede Boqer Campus, 84990, Israel
email: ehud@bgumail.bgu.ac.il

Periodic forcing of an oscillatory system produces frequency locking bands within
which the system frequency is rationally related to the forcing frequency. We study
extended oscillatory systems that respond to uniform periodic forcing at one quarter of
the forcing frequency (the 4:1 resonance). These systems possess four coexisting stable
states, corresponding to uniform oscillations with successive phase shifts of /2.

Using an amplitude equation approach near a Hopf bifurcation to uniform oscilla-
tions, we study front solutions connecting different phase states. These solutions divide
into two groups: 7m-fronts separating states with a phase shift of = and 7/2-fronts sep-
arating states with a phase shift of 7/2. We find a new type of front instability where
a stationary m-front “decomposes” into a pair of traveling m/2-fronts as the forcing
strength is decreased. The instability is degenerate for an amplitude equation with cu-
bic nonlinearities. At the instability point a continuous family of pair solutions exists,
consisting of 7 /2-fronts separated by distances ranging from zero to infinity. Quintic
nonlinearities lift the degeneracy at the instability point but do not change the gross ef-
fects of the instability. We conjecture the existence of similar instabilities in higher 2n:1
resonances (n = 3,4, ..) where stationary 7-fronts decompose into n traveling 7 /n-fronts.

The instabilities designate transitions from stationary two-phase patterns to travel-
ing 2n-phase patterns. As an example, we demonstrate with a numerical solution the
collapse of a four-phase spiral wave into a stationary two-phase pattern as the forcing
strength within the 4:1 resonance is increased. Comparisons of theoretical results with
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experimental data obtained by Lin and Swinney on the periodically forced Belousov-
Zhabotinsky reaction are discussed.
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Complex Pulse Dynamics in Nonlinear Dissipative Systems
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Pulse dynamics is one of the typical patterns in dissipative systems, which conveys
information from one place to another. Like a propagating pulse in nerve axon, such
waves in general annihilate upon collision and it has been regarded as a characteristic
distinction from solitons in nonlinear dispersive systems. A different class of pulse
waves, however, has been found for several reaction diffusion systems including the
Gray-Scott model: bouncing pulse waves upon collision or self-replicating patterns. In
this talk firstly we discuss a skeleton structure of self-replicating patterns from global
bifurcational point of view. It turns out that the aftereffect of hierarchy structure of
saddle-node bifurcation is responsible for self-replicating process. Also pulse interaction
approach is quite useful to understand the manner of splitting asymptotically. Secondly
we discuss about the self-destruction phenomena arising in the Gray-Scott model, which
appears typically after the self-replicating process, namely the whole domain is filled by
the localized islands through self-replication, then several groups of islands disappear
followed by the invading process from the surroundings with replication, and this process
repeats over and over again in a chaotic way. The saddle-node structure of the Turing
branch of the highest mode as well as the instability of the critical point is crucial to
understand this complex dynamics.
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Localized waves: worms in electroconvection
Hermann Riecke
Northwestern University
email: h-riecke@nwu.edu

A wide range of physical systems undergoes bifurcations to spatial and temporal
patterns when they are driven sufficiently strongly. Of great recent interest have been
systems in which the appearing patterns do not extend over the whole system but become
localized in only a small part of it, although the system is translationally invariant.
In contrast to fronts that connect two stable states these localized patterns are not
topologically stable, and their stability depends on the dynamics of the system.
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Usually, localized structures arise in systems that exhibit a bistability between the
feature-less state and the spatially extended pattern. Recently, however, localized waves
(‘worms’) have been observed in experiments on electroconvection of nematic liquid crys-
tals in the absence of a bistability between the basic state and the spatially extended
pattern [1]. We show that this can be understood if the waves are coupled to a slowly
decaying large-scale field [2]. We discuss a Ginzburg-Landau-type model for this cou-
pling that captures various aspects of the experimental observations, e.g. the shape and
stability of the worms.
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Spinodal Decomposition for the Cahn-Hilliard Model
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Some forty years ago J.W. Cahn and J.E. Hilliard introduced the fourth-order para-
bolic partial differential equation

w = —AE*Au+ f(u)) in Q,
%:%:0 on 0f}

as a model for several physical phenomena occurring in binary alloys. One particularly
intriguing phenomenon is spinodal decomposition: If a homogeneous high-temperature
mixture of two metallic components is rapidly quenched to a certain lower temperature,
then a sudden phase separation sets in. The mixture quickly becomes inhomogeneous
and forms a complicated, fine-grained structure, more or less alternating between the
two alloy components.

In this talk I present recent mathematical progress in explaining spinodal decomposi-
tion for the Cahn-Hilliard equation. This includes both a description of the main charac-
teristics of the generated patterns, as well as an explanation of the surprising mechanism
underlying the phase separation. I will also address the case of multi-component alloys,
which is modeled by a system of Cahn-Hilliard equations.

These results were obtained in collaboration with Stanislaus Maier-Paape, Evelyn
Sander, and Barbara Stoth.
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Spinodal decomposition for the stochastic Cahn-Hilliard equation
Dirk Blomker
University of Augsburg
email: Dirk.Bloemker@Math.Uni-Augsburg.DE

The talk addresses the spinodal decomposition for the stochastic Cahn-Hilliard equa-
tion
_ L 2A2 3
u = —€Au+ A(u’ —u) +§

in a domain Q with Neumann and no flux boundary conditions. Q@ C IR%, d = 1,2,3
is a domain with sufficiently smooth boundary and ¢ a Gaussian white noise process.
Based on the work of Maier-Paape and Wanner [1,2] for the Cahn-Hilliard equation,
it is shown, that with high probability solutions of the linearized equation starting at
u = 0 will leave a neighborhood of 0 along a strongly unstable manifold, provided e
small enough. This will give solutions with a characteristic wavelength, as discussed in
[1]. This linear result is then extended to the nonlinear stochastic equation near the
origin.
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Bifurcation for reaction-diffusion systems with nonstandard boundary
conditions
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Let us consider a reaction-diffusion system of activator-inhibitor type

Uy = 01 (S)U'xx + f(uv U)

o1 = 09(8)0an + 91, 0) on (0,400) x (0,1) (1)
with boundary conditions
u(0) =, v(0) =7, uy(l) € —my(u(z1)),v.(1) € —ma(v(x2)) (2)

where 0 : R — IRi is a smooth curve, s € IR is a bifurcation parameter, u,v are real
numbers, f, g : IR> — IR are real differentiable functions such that f(@,7) = ¢(u,7) =
(i.e. [w,7] is a steady state of (1), (2)), z1,22 € (0,1] and my,my : IR — 2R are
multivalued functions of a certain type.

The multivalued conditions in (2) with certain m; and my describe for example
semipermeable membranes on the part of the boundary with sensors in z; and s,
respectively. Particularly, the sensors can be the interior of the domain and therefore
at different points than the sources.

There exists a bifurcation point s; € IR of (1), (2) at which stationary spatially
nonconstant solutions (spatial patterns) bifurcate from the branch of trivial solution
[@,7]. Moreover, sy lies in the region of stability of [@, 7] as a solution to a corresponding
stationary problem to (1) with classical boundary conditions

u(0) =, v(0) =7, wu,(l)=v,(1)=0, (3)

particularly in the region, where bifurcation for (1) with (3) is excluded.
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Lagrangian turbulence and the dynamo effect in Magnetohydrodynamics
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The generation and maintenance of magnetic fields by the motion of electrically con-
ducting fluids are the subject of dynamo theory. It is a prevalent assumption that this
phenomenon can be modeled by the magnetohydrodynamic (MHD) equations which
consist of the coupled system of Navier-Stokes equations (NSE) and induction equation.



280 E. Applications

The general idea is that the mechanical energy pumped into the fluid by heating or
other mechanisms is transferred into the induction equation producing the dynamo. We
report on bifurcations of the MHD equations which are driven by an external forcing of
the Roberts type [1,2]. It drives a flow which serves as a model for the convection in the
outer core of the Earth [3] and is realized in an ongoing laboratory experiment aimed
at demonstrating a dynamo effect. The symmetry group of the problem is determined
and we study in detail the first symmetry breaking transition from the nonmagnetic
state. The appearance of the magnetic field is spacially correlated with the location of
stagnation points. We observed that the magnetic field is stongly amplified in the neigh-
borhood of the fixed points of the velocity field which have an one-dimensional stable
and a two-dimensional unstable manifold. The Lagrangian chaos of passive tracers in
this region gives numerical evidence that intersections of stable and unstable manifolds
of fixed points of different type are responsible for the creation of the dynamo in this
model.
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Asymptotic profiles of nonlinear diffusion problems
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We are describing the existence, uniqueness and profile structure as A — +oo of
positive solutions to the logistic type problems,

—Apju = Pt —ul — f(u) ze€Q
u = 0 x € 0,

(1 C IR" a smooth and bounded domain, A, the p-Laplacian, ¢ +1 > p > 2 while f
is C! and both satisfies f = o(uP™1), f = o(uf) respectively as u — 0, u — +o00. The
case {2 radially symmetric will studied in detail while spacial emphasis will be put in the
arising, on general domains €2, of dead cores, i.e. sets Oy := {x : u(x) = u(\)} where u
is a positive solution and @(\) satisfies AuP~" — u? — f(u) (see [1],[2]).

We are also dealing with a second kind of spatially dependent diffusion problems,
namely,

—Apyu = Pt —a(x)(ul + f(u) z€Q (1)
u = 0 x € 0,
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where a = a(x) € CY(Q), a(z) > 0 but the relevant fact is D := supp a C . We are
considering the issues of existence and uniqueness of positive solutions and showing that
such solutions ceases to exist when A > A\ (Q2\D). In fact, we are showing that positive
solutions blow-up for A close A\;(2\D) and we will provide a detailed account on the
profile of such solutions when A — A\ (Q\D) (see [3] for earlier results).
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Convective Cahn-Hilliard models for kinetically controlled crystal growth
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We consider solidification into a hypercooled melt in which kinetic undercooling and
anisotropic surface energy are present. We allow the anisotropy to be strong enough
that equilibrium configurations would contain facets.

In one-dimensional case, the formation of facets is governed by the convective Cahn-
Hilliard equation

g + Dutty + (Uge + 1 — u*)gp = 0,

where u(z,t) is proportional to the slope of the interface. Depending on the param-
eter D, the derived equation describes the coarsening of facets (kinks), development
of a steady spatially-periodic surface relief and appearance of a non-periodic attractor
(roughening). The bifurcations and stability of spatially-periodic solutions, as well as
the rate of coarsening, are studied.

In two-dimensional case, several generalizations of the convective Cahn-Hilliard equa-
tion have been derived for different orientations of growing surfaces. The numerical
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simulation reveals the formation of hill-and-valley structures in the form of coarsening
square, triangular and rhombic pyramids and grooves.

Spatial patterns for reaction-diffusion systems with nonstandard boundary
conditions
Milan Kucera
Mathematical Institute, Academy of Sciences,
Zitnd 25, 115 67 Prague 1, Czech Republic
email: kucera@math.cas.cz

Reaction diffusion systems of the activator-inhibitor type
u = diAu+ f(u,v), v, = dyAv + g(u,v)

will be considered under the assumptions guaranteing the loss of stability of the spa-
tially homogeneous stationary solution (diffusion driven instability) in case of classical
boundary conditions. The existence and location of a bifurcation of stationary spatially
nonhomogeneous solutions (spatial patterns) will be discussed for the case when classi-
cal boundary conditions are replaced by nonstandard nonlinear boundary conditions or
supplemented by some additional restrictions in the interior of the domain. The class of
conditions under consideration includes a description of unilateral membranes or some
regulation on the boundary or in the interior of the domain (e.g. a thermostat type
regulation). The simplest example are boundary conditions

ou € my (u) ov € ma(v)

— emq(u), — € ma(v

on ! on 2
where my, my are multivalued functions of a certain type. The method used can be
applied to the case when f, g contain jumping nonlinearities. The results can be for-
mulated in the abstract form for general inclusions of the type

v —T(pz—Gp,x) € —M(z)

where for any p, T'(p) is a linear completely continuous operator, G is a small compact
perturbation, M is a multivalued mapping of a certain type in a Hilbert space, u is a
bifurcation parameter. The main common feature of the problems under consideration
is that they cannot be linearized and therefore the classical approaches to bifurcation
and stability cannot be used.
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Existence of bounded trajectories via upper and lower solutions
Cristina Marcelli
Department of Mathematics - University of Perugia (Italy)
email: marcelliQunipg.it

The talk deals with the boundary value problem on the whole line

u" = fu,v) + g(u) =0
() { u(—o00) =0 u(+o0) =1

where ¢ : R — R denotes a continuous non-negative function having support |0, 1],
and f: R?> — R is a continuous function. In [2] we propose a new approach in order
to treat (P), based on a combination of lower and upper-solutions methods and phase-
plane techniques, by means of which we achieve both an existence and non-existence
result:

Main theorem. Assume that f(u,0) =0 for anyu € [0,1] . Then, if

f(u, u') g(u)

—~ >2,| sup == for every u € [0,1],u' >0 (1)
U uelo,]] U

18 non-

S (u, u')

decreasing with respect to u', then the solution is unique (up to translation of the origin).
Whereas, if

problem (P) admits monotone solutions. Moreover, if the function

!

lim sup f(z;,,u) < 24/D4¢(0) (2)

(u,u")—(0,0)

then problem (P) does not admit monotone solutions.

As an application of previous result we are able to discuss the existence of travelling
wave solutions for a reaction diffusion equation of the general type (see [3])

D o7 :%[ (U)% + g(u)

which appears in several biological and chemical models (see i.e. [1] and [4]).

6u+ Oh(u) 0 g ou
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Asymptotics, existence and stability of solutions with internal layers of
”fast” and slow elliptic systems
Nikolai Nefedov
Lomonosov Moscow State University
email: nefedovOmt384.phys.msu.su

Elliptic problems, including systems with ”fast” and slow equations are considered.
We demonstrate our approach for the system

e Au= g(u,v,z,¢), Av= f(u,v,2,8), x €D (1)

with prescribed boundary conditions on 0D.

We give some sufficient conditions of existence of solutions with internal layers. The
proof is based on asymptotic method of differential inequalities. Some relevant problems
for integro-differential equations are also disscussed.

More detailed consideration of some of the presented problems in scalar case can be
found in the papers [1-2].
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Multibump patterns near a co-dimension 2 point
Vivi Rottschéfer
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The behaviour of marginally unstable small solutions in a reaction-diffusion model prob-
lem is studied near a co-dimension 2 point. At this co-dimension 2 point the ’classical’
Ginzburg-Landau equation approximation breaks down. In numerical simulations on
the reaction-diffusion system asymptotically stable multibump patterns are observed.
By applying normal form theory, these multibump patterns are found theoretically.

Stabilizing unstable periodic orbits in reaction diffusion systems by global
time-delayed feedback control
Scott M. Zoldi
Los Alamos National Laboratory, Los Alamos, NM,USA
email: zoldi@cnls.lanl.gov

Giorgio Franceschini
Institut fir Theoretische Physik, Technische Universitdit Berlin
email: franceschini@physik.tu-berlin.de
Sumit Bose
Institut fir Theoretische Physik, Technische Universitat Berlin
email: bose@physik.tu-berlin.de



Patterns 285

Eckehard Scholl
Institut fir Theoretische Physik, Technische Universitat Berlin
email: schoell@physik.tu-berlin.de

The success of chaos control in high-dimensional spatially extended dynamical sys-
tems is examined by applying the extended time-delay autosynchronisation control
method. The control technique is applied to a globally coupled reaction-diffusion system
which describes charge transport in a bistable semiconductor. In our system, the control
signal,

€(t) =K ( (1—=R) > R™ 'yt —mr) —y(t) ) 0<R<I. (1)

m=1

utilizes a control variable y(¢) given by the spatial average y = (a) of the field a(z,t).
We note that with increasing R orbits of higher period and orbits with larger Lyapunov
exponents should be stabilized [1]. Using a damped Newton algorithm [2], we explicitly
compute the unstable periodic orbits (UPOs) associated with the spatiotemporal chaotic
reaction-diffusion system. A variety of spatiotemporal UPOs of period-one, period-two,
or period-four can be stabilized if the product of the period 7 and the largest Lyapunov
exponent A is less than 1.9. Even though we can compute spatiotemporal UPOs to within
a high precision, we can not stabilize the computed long-period UPOs or UPOs with
large Lyapunov exponents if A7 > 1.9. This result is in contrast with the approximate
theoretical limit of control for low-dimensional temporal chaos [1] where stabilization is
possible for A7 < 2(1 + R)/(1 — R) using the extended time-delay autosynchronisation
method.
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A numerical stability and bifurcation analysis is presented for an incompressible,
viscous and electrically conducting fluid sheet, bounded by stress-free parallel planes
and driven by an external electric field tangential to the boundaries. For the case of
a uniform electrical conductivity it is found that the quiescent basic state, in which
the current density is uniform and the magnetic field profile across the sheet linear,
remains stable, no matter how strong the driving electric field. Instability is possible,
however, for appropriately varying conductivity. We have studied in detail the Harris
equilibrium, where the conductivity varies across the sheet in such a way that the
current is largely concentrated in a layer centered about the midplane of the sheet and
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the magnetic field has a hyperbolic-tangent profile. A Squire’s theorem could be proven
stating that two-dimensional perturbations become unstable first. By varying several
parameters of the equilibrium, stability boundaries were determined. The unstable
perturbations are tearing modes, characterized by current filaments, magnetic islands
associated with them and a fluid motion in convection-like rolls. Restricting the problem
to two spatial dimensions, the nonlinear evolution of the tearing modes was followed
up to time-asymptotic steady states. These are linearly stable with respect to two-
dimensional perturbations, but prove to be sensitive to three-dimensional ones even
close to the primary bifurcation point. Again stability boundaries were determind by
varying the system parameters. The unstably perturbed states were followed up in their
three-dimensional nonlinear evolution.

References

[1] N. Seehafer, E. Zienicke and F. Feudel. Absence of magnetohydrodynamic activity
in the voltage-driven sheet pinch. Phys. Rev. E, 54(3):2863-2869, (1996).

[2] N. Seehafer and J. Schumacher. Squire’s theorem for the magnetohydrodynamic
sheet pinch. Phys. Plasmas, 4(12):4447-4449, (1997).

[3] N. Seehafer and J. Schumacher. Resistivity profile and instability of the plane sheet
pinch. Phys. Plasmas, 5(6):2363-2369, (1998).

[4] J. Schumacher and N. Seehafer. Bifurcation analysis of the plane sheet pinch. In
preparation for Phys. Rev. E, (1999).

Some Properties of Transcendental Integrable Dynamical Systems
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It is well-known that the concept of integrability has the various aspects due to in
what functions an integration is made (analytical, smooth, meromorphic etc.) [1,2]. In
the given activity the problem of integrability of systems of ordinary differential equa-
tions in the class of transcendental functions, i.e. functions, after which prolongation
in complex area they have essentially singular points is discussed [2]. Concept of in-
tegrability of the class of transcendental functions arises for the reason of availability
of this system asymptotic (attracting or repelling) limited sets, i.e. sets that have the
neighborhood which consist of diversities of dimensionality above 1.

In this paper, we touch upon some qualitative questions of the theory of ordinary
differential equations important for study of dynamical systems. The lots of them are
arising in dynamics of a rigid body interacting with a medium. We shall review such
problems as existence of the so-called monotonic limit cycles, the existence of closed tra-
jectories contractible to a point along two-dimensional surfaces, the existence of closed
trajectories not contractible to a point along a phase cylinder, qualitative problems of
the theory of topographical Poincare systems and more general systems for comparison
with dynamical systems on a plane, the existence and uniqueness of trajectories which
have infinitely remote points as limit sets for systems on a plane.

We are also dealing with the existence and uniqueness of trajectories of dynamical
systems on a plane which have infinitely remote points as a- and w-limit sets. So, on
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Riemann or Poincare spheres, limit sets of such trajectories is the north pole. These are
key trajectories by definition because an infinitely remote point is always singular [3-5].
Recall that in a phase space a trajectory is Poisson stable if in a finite time it returns
to any sufficiently small neighborhood of its point.
Sufficient conditions for the existence of Poisson stable trajectories will be formulated
in this work.
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Key note lecture

Wigner Transforms,Homogenisation and Dispersive Problems
Peter Markowich
Universitaet Wien
email: Peter.MarkowichQunivie.ac.at

It is well known by now that Wigner transforms are the appropriate tool to carry
out the semiclassical limit of the Schroedinger equation. The weak limit of the Wigner
transform of the wave function (the so called Wigner measure) then satisfies the Liouville
phase space equation and limits of physical observables can be calculated by essentially
computing moments of the Wigner measure. This limit procedure is not at all influenced
by the possible occurance of caustics. In the talk we shall generalize the methodology of
Wigner transforms to various applied p.d.e. problems. We consider zero pressure and
compressible isentropic quantumhydrodynamics, the incompressible Euler limit from the
nonlinear Schroedinger equation and mean field Schroedinger-Poisson coupling.

Also we show how the Wigner transform approach can be used to carry out ho-
mogenisation limits of quadratic functions (functionals) of solutions of linear and weakly
nonlinear antiselfadjoint (pseudodifferential) initial value problems. As typical examples
we discuss electrons in crystal lattices, the Maxwell equations in a periodic medium and
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the classical limit of the Dirac equation (to the relativistic Vlasov equation). Finally,
we present a Wigner-function based method to derive dispersion and Morawetz-type
estimates for wave-like equations.
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Invited lectures

Moment equations for carrier transport in semiconductors
Angelo Marcello Anile
Dipartimento di Matematica, Universitd di Catania, Italy
email: anile@dipmat.unict.it

Nikos Nikiforakis
D.A.M.T.P Cambridge University
email: N.Nikiforakis@damtp.cam.ac.uk

Rosa Maria Pidatella
Dipartimento di Matematica, Universitd di Catania, Italy
email: rosa@dipmat.unict.it

Hydrodynamical models are currently used in order to describe carrier transport in
submicron semiconductor devices. Hydrodynamical models are obtained as moment
equations of the kinetic Boltzmann transport equation, with appropriate closure as-
sumptions. Lately a class of hydrodynamical models has been introduced with the
closure based on the maximum entropy ansatz (in the formulation of Extended Ther-
modynamics) by Anile, Romano and Russo. Mathematically the models consist of a
hyperbolic system of conservation laws with sources, endowed with convex entropy and
coupled to the Poisson equation.

The simulation of a realistic device, like the n™ — n — n* diode, introduces strong
gradients in the density at the junctions and therefore requires, for an accurate solution,
high order methods suitable for hyperbolic systems of conservation laws. In this article
we report on the numerical solution of these models by using a high accuracy, high-order,
centred TVD schemes namely the FLIC (Flux LImiter Centred) method introduced by
Toro. The homogeneous part of the system was solved using the FLIC scheme, while
various conventional methods were employed for the solution of the forcing terms in
the framework of a splitting strategy. One of the important advantages of using the
FLIC scheme is that this method can be implemented with ease for non stationary
problems in several dimensions and arbitrary geometries. Various classes of models
have been investigated (according to the various approximations which can be made
when applying the maximum entropy approach) and the results have been compared
with those of Monte Carlo simulations.
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About some mathematical questions concerning the embedding of
Schrodinger—Poisson systems into the drift—diffusion model of
semiconductor devices
Hans—Christoph Kaiser
Weierstrass Institute for Applied Analysis and Stochastics, Berlin
email: kaiser@wias-berlin.de

Joachim Rehberg
Weierstrass Institute for Applied Analysis and Stochastics, Berlin
email: rehberg@wias-berlin.de

Nanostructures — quantum wells, quantum wires and quantum dots — become ever
more important for the performance of semiconductor devices. While Van Roosbroeck’s
equations provide a good landscape view on an electronic device, Schrodinger—Poisson
systems portrait the individual features of a nanostructure within the device. This
leads to the embedding of Schrodinger—Poisson systems, often including an effective
Kohn—Sham operator, into phenomenological models for semiconductor devices. For
connecting the different models boundary conditions for both Van Roosbroeck’s equa-
tions and the Schrodinger—Poisson systems obviously play an important role. This leads
to the question about the regularity of basic quantities as density and current on the
interface between regions governed by different models.
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The dynamics of some quantum open systems with short-range
nonlinearities
Francis Nier
CPT, Luminy Case 907, F-13288 Marseille Cedex 9, France
email: nierQ@cpt.univ-mrs.fr

We consider the simplest model of quantum open systems, which is the case of
one-body statistical physics with inflow boundary conditions at infinity. We develop a
functional framework for some nonlinear dynamics, where the nonlinearities are (very)
short-range perturbations of a given Hamiltonian. In this framework, one can prove the
global in time existence and uniqueness of a solution for the time dependent problem and
the existence of steady states of which the form can be specified. This approach relies
on some tools of quantum scattering theory, namely on Mourre theory and Sigal-Soffer
propagation estimates. This problem arises from the modelling of semiconductors and
the proposed functional framework especially applies to the models described in [1][2][3]
and [4].
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Contributed talks

Mathematical analysis of electrostatics BVP
for dielectrics in powerful electrical fields
[gor Brigadnov
North-Western Polytechnical Institute, St. Petersburg, Russia
email: brigadnov@ip.nwpi.ru

It is well known that in powerful electrical fields the behaviour of real dielectrics is
essentially non-linear and it is not possible to use the linear model in many cases. For
dielecrics with non-linear vector-function of saturation D = D(x, E), the appropriate
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BVP is formulated as the variational problem for the scalar electrical potential u such
that £ = —Vu. For dielectrics with ideal saturation, where |D| < A < 400, the
existence of the limited electrostatic load (such external charges with no solution of
BVP) and discontinuous electrical potentials with breaks of the first type has been
proved by the author recently [1]. From the physical point of view these effects are
treated as the electrical puncture of dielectric.

For estimation of the electrical durability of the dielectrical body €2 € R? the following
variational problem must be solved [1]

t, = inf{ /|Vu(x)|)\(x) dr: ueV, Lu) =1 } (1)

L(u) = /pu dx + /Uu d, A(z) = lim inf ——=
Q r2

1
Oz, E) = Ei/Di(:r,tE) dt,

0

where V = {u € WH1(Q) : u(z) = U(x), 2 € T''} is the set of admissible electrical po-
tentials, U is the given potential on a portion I'' of the boundary 952, p and o are the
external bulk and surface charges, respectively; I'? = 9Q\ T, ay > a; > 0 and ay € R
are the constants. The limited electrostatic load is (ps,0.) = ti(p,0). If t,. < 1, then
the appropriate electrostatics BVP has no solution.

From the mathematical point of view the variational problem (1) is non-correct and,
therefore, needs regularization. We use the partial regularization which is based on the
special discontinuous finite-element approximation (FEA) [2]. After this discontinuous
FEA the problem (1) is transformed into the non-linear system of algebraic equations
which is badly determined. Therefore, for the numerical solution the decomposition
method of adaptive block relaxation is used [3,4]. The main idea of this method consists
of iterative improvement of zones with ”proportional” fields by special decomposition
of variables, and separate calculation on these variables.

The numerical results show that, for finding the main parameter ¢, of a limited elec-
trostatic load, the proposed technique has the qualitative advantage over the standard
continuous finite-element approimations.
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The Small Debye Lenght Limit in the Drift-Diffusion Model for
Semiconductors
Ingenuin Gasser
Institut fir Angewandte Mathematik, Universitdt Hamburg
email: gasser@math.uni-hamburg.de

We are going to study some aspects of the so called Drift Diffusion Model for semi-
conductors, which is well known from semiconductor physics. The equations for the
electron and hole densities n* and p*, respectively, and for the electric field E* read

ni‘ = pn(An* + div(n*E™))
Py = pp(Apt — div(p*EY))
N divE* = nr—p*-C
Mt =0,2) = n)(z), Pt =0,z) = py(x)

with € R%, ¢ > 0. The quantities p,, p1, denote the electron and hole mobilities and
C = C(x) is the dopingprofile. A complete existence theory for this model was given in
[1]. The problem we are going to focus on is the vanishing Debye length limit A — 0
(the superscript A denotes the A—dependence).

On the initial time layer scale s = % the formal limit equations for the limits n, p
and F of n?, p* and M2E?, respectively, are given by

ns = i div(nF)
ps = py div(pF)
—divF = n—-p-C
p(t =0,2) =no(z), n(t =0,z) = po(z),

where ny and py are the limits of n) and p) as A — 0. We give a rigorous prove of this
fact and discuss the limit s — oo in the limiting layer equations.

On the original (slow) time scale ¢ the limit A — 0 is completely different. Formally,
for p, = p, = 1 and C = 0 we obtain quasineutrality n — p = 0 and as limit the heat
equation for the limit w of w* = n* + p?

wy = Aw
w(0,2) = no(w) + po(x).

We show this rigorously using an entropy estimate. The cases for differing p,, and p,
and nonvanishing C' are studied in [2].
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Rigorous derivation of a hierarchie of macroscopic models for
semiconductors and plasmas
Ansgar Jiingel
Fachbereich Mathematik, Technische Universitat Berlin
email: jungel@math.tu-berlin.de

Under special physical conditions, certain parameters in the quasi-hydrodynamic
equations for semiconductors and plasmas are small compared to reference values. Ne-
glecting the corresponding terms, one gets simplified equations which are numerically
easier to solve and which contain the important physical informations. The study of the
asymptotic limits and their mathematical verification is of great importance to under-
stand the validity of the various models.

In this talk we analyze three asymptotic limits: relaxation-time limit, zero-electron-
mass limit, and zero-space-charge limit in the hydrodynamic (Euler-Poisson) model and
the drift-diffusion equations. In particular, we prove the following:

(i) Zero-electron-mass limit. When the kinetic energy of the electrons is small com-
pared to the kinetic energy of the positively charged ions (in plasmas) or holes (in
semiconductors), the continuity equation for the electrons can be reduced asymptoti-
cally to a nonlinear relation between the electro-static potential and the electron density,
such that the Poisson equation becomes nonlinear. This model is known by physicists
for ‘weakly ionized plasmas’. The limit is studied both in the hydrodynamic and the
drift-diffusion equations [1,3].

(ii) Relazation-time limit. In the relaxation-time limit, the hydrodynamic model
reduces to the drift-diffusion model. This limit is performed for both weakly ionized
and not weakly ionized plasmas in the adiabatic (or isentropic) case [2,4].

(iii) Zero-space-charge limit. For small scaled Debye lengths, the electron and ion
densities are comparable. We study this limit rigorously for the drift-diffusion equations
[5]. In the case of plasmas, this limit is also called quasi-neutral limit.

The proofs of the above results are all based on a priori estimates given by the
entropy functional and appropriate compactness methods (compensated compactness,
compactness-by-convexity). The entropy estimates are useful not only for the hyperbolic
Euler equations, but also for the parabolic drift-diffusion models. Therefore, the entropy
method proves to be a very powerful tool also for parabolic systems.
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Asymptotics of bound states and resonances for laterally coupled
waveguides
[gor Yu. Popov
Leningrad Institute of Fine Mechanics and Optics, Sablinskaya, 14, St.-Petersburyg,
197101, Russia
email: popov@mail.ifmo.ru

Sergei V. Frolov
Leningrad Institute of Fine Mechanics and Optics

A problem of quantum waveguides with Dirichlet boundary condition which are cou-
pled laterally through small apertures of width 2a is considered. Asymptotics in a of
an eigenvalue close to the threshold is obtained. The result is in good correlation with
variational estimates of Exner and Vugalter and with the corresponding results for zero-
width slit model based on the theory of self-adjoint extensions of symmetric operators
(Popov). The cases of two different and two identical waveguides are studied. The
asymptotics of the eigenvalue for waveguides coupled through finite number of windows
is obtained. It is shown that a measure of ”common width of apertures” is a sum of
two-dimensional harmonic capacities of the windows. Asymptotics of real and imaginary
part of resonances (quasi-bound states) close to N—th threshold (N > 1) is found. The
background for the construction is the method of matching of asymptotic expansions of
solutions of boundary problems.
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Simulation of current filamentation in an extended drift-diffusion model
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Reiner Niirnberg
Weierstrafi-Institut fur Angewandte Analysis und Stochastik Berlin
email: nuernberg@wias-berlin.de

Herbert Gajewski
Weierstrafi-Institut fur Angewandte Analysis und Stochastik Berlin
email: gajewskiQwias-berlin.de

We simulate the nonlinear spatio-temporal dynamics of current filaments in doped
semiconductors in the regime of low temperature impurity breakdown. Charge transport
is modeled by a drift-diffusion approach combined with local generation-recombination
(GR) kinetics describing the autocatalytic impurity impact ionization which sets in
above a certain threshold field. This is shown to result in an S-shaped current density-
field relation. The parameters of our model have been determined by a Monte Carlo
simulation of the microscopic scattering processes. The transport equations are solved
self-consistently with Poisson’s equation on two-dimensional spatial domains using a
finite element discretization in space and a backward Euler scheme in time. Because
of the very different timescales, and the steep spatial gradients between the current
density inside and outside the filaments, which differ by several orders of magnitude,
our problem poses high challenges to the numerics.

We consider different sample geometries, where we employ Dirichlet boundary con-
ditions at the contacts and Neumann boundary conditions elsewhere. For a rectangular
spatial domain with two small circular contacts we find that the nascence of current fila-
ments upon application of a dc bias is induced by two impact ionization fronts originating
from both cathode and anode. After their coalescence they form a pre-filament between
the two contacts which subsequently grows into a fully developed filament. The action of
an external perpendicular magnetic field leads to an asymmetrically broadened or bent
filament due to the Lorentz force. For radially symmetric samples with two concentric
circular contacts (“Corbino disks”) we find spontaneous symmetry breaking which re-
sults in a break-up of the initial radial impact ionization front into several streamers.
These develop into a number of radial pre-filaments. Due to the global coupling via the
external load resistance competition between the pre-filaments occurs, with only a lim-
ited number of them surviving as stable filaments depending upon the bias conditions
(“winner takes all dynamics”). Our results are in good agreement with experimental
investigations of current filamentation in thin n-doped GaAs films at low temperatures
for different contact geometries [1].
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Key note lecture

Phenomena beyond all orders and bifurcation of reversible homoclinic
connections
Eric Lombardi
I.N.L.N, UMR 6618 CNRS-UNSA, Nice, France

email: lombardi@inln.cnrs.fr

We have developed a general method to obtain an exponentially small equivalent of
oscillatory integral when it involves solutions of nonlinear differential equations. The
method is based on a very precise description of the holomorphic continuation of the
solutions of the perturbed equation and in particular of their behavior near the complex
singularities of the solutions of the unperturbed system. The method that we use to
build step by step the holomorphic continuation of the solutions is a rigorous version
for this problem of the formal theory of Matching Asymptotic Expansions (M.A.E.).
In particular, the construction of the holomorphic continuation of the solutions near
the singularities is based on the study of an “inner system” which is well known in the
theory of M.A.E. and which appears to be the relevant part of the equation near the
singularities.

This method enables us to study the problem of the persistence of homoclinic connec-
tions to 0 for the one parameter families V (., i) of reversible vector fields which admit
at the origin a 0%w resonance, i.e. vector fields for which the origin is a fixed point
and for which 0 is a double non semi simple eigenvalues and +iw are simple eigenvalues
of the differential at the origin DV,,(0,0). This problem cannot be solved by a direct
Melnikov approach since the Melnikov function is given by an oscillatory integral and
is exponentially small. Our “Exponential tools” enable us to prove [2] that generically,
vector fields admitting at 0 a 0%iw resonance at the origin do not admit any homoclinic
connection to 0, whereas we proved in [1] that they always admit homoclinic connections
to exponentially small periodic orbits. One example of such a vector field in infinite di-
mensions occurs when describing the irrotational flow of an inviscid fluid layer under
the influence of gravity and small surface tension (Bond number b < 1/3) for a Froude
number F' close to 1. In this context a homoclinic connection to 0 would be called a
solitary wave.

We have also developed a general method to obtain an exponentially small equivalent
of bi-oscillatory integrals. In this case, the interaction between the two frequencies,
makes the study more intricate and a partial complexification of time is necessary. This
last method enables to study the (iwg)%iw; resonance, i.e. one parameter families V' (-, i)
of reversible vector fields for which +iw, are a double non semi simple eigenvalues and
+iw; are simple eigenvalues of the differential at the origin DV, (0,0). Such a resonance
occurs for water waves when studying several layers problems and for chains of coupled
nonlinear oscillators.
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Invited lectures

Symplecticity and criticality: extending criticality to finite-amplitude
vortical steady waves
Tom Bridges
Unwversity of Surrey
email: mas1tb@mcs.surrey.ac.uk

At the cornerstone of the theory and practice of open channel hydraulics is the
concept of criticality of uniform flows. In the setting of uniform flows, criticality can
be defined in a number of different — but equivalent — ways, but the most fundamental
definition is generally given in terms of an energy-momentum argument. Considering the
fundamental nature of criticality, it is remarkable that it has never been generalized as far
as we are aware to finite-amplitude states or any steady state wave other than a uniform
flow. On the other hand it is not at all obvious how this might be accomplished. In this
talk we show that the classical definition can be interpreted in terms of a symplectic
variational principle, and that this definition easily generalises. The theory is then
applied to steady water waves with constant vorticity. Much like in the uniform flow
case, we show that criticality for finite-amplitude steady water waves is related to the
bifurcation of solitary waves, although in this case the solitary waves are biasymptotic
to periodic travelling waves of finite amplitude.

Multiplicity of algebraically decaying solitary waves
Boris Buffoni
Department of Mathematics, Swiss Federal Institute of Technology—Lausanne
email: Boris.BuffoniQepfl.ch

Philippe Bolle
Département de mathématiques, Université d’Avignon
email: Philippe.Bolle@univ-avignon.fr

It is known that, for appropriate values of the parameters (densities, gravity, surface
tension, depths of the layers, propagation speed), two solitary waves decaying alge-
braically exist at the interface between two finite layers of perfect fluids [1]. The mathe-
matical model consists of a system of partial differential equations with a free boundary.
It can be reduced by the centre-manifold theorem to a four-dimensional Hamiltonian
system with a centre equilibrium that has two non semi-simple and imaginary eigen-
values. Homoclinic orbits, which correspond to solitary waves, are then obtained by
normal form theory and a careful persistence analysis.

Our main result states that there are not only two solitary waves, but in fact infinitely
many that decay algebraically. More precisely, either there is a circle of solitary waves
or we can establish the existence of so-called “multibump” solutions, in the spirit of [2]
where saddle-focus equilibria are considered.
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The dynamics near the centre can only be fully understood by taking into account
the third and fourth order terms of the Taylor expansion of the Hamiltonian at the
equilibrium. In general it is not true that the set of points in the phase space that
converge to a centre is a manifold. Thanks to the fact that some coefficient of the
normal form at the centre is negative, we can nevertheless establish the existence of
two-dimensional stable and unstable manifolds made of orbits converging polynomially
to the equilibrium. Moreover the Calculus of Variations allows us to obtain other orbits
near the equilibrium that are reminiscent of those provided by the lambda-lemma in
hyperbolic dynamical systems.

Then we show that the existence of a homoclinic orbit that is the topological in-
tersection of the stable and unstable manifolds implies the existence of infinitely many
“multibump” homoclinic solutions and the topological entropy of the system is positive.
In addition, for interfacial waves, if the intersection is not topologically transverse, we
can deduce that the stable and unstable manifolds coincide and consist of a circle of
homoclinic orbit.
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Interfacial waves in the presence of a free surface
Frédéric Dias
Institut Non-Linéaire de Nice
email: dias@inln.cnrs.fr

In a two-fluid system where the lower fluid is bounded below by a rigid bottom and
the upper fluid is bounded above by a free surface, two kinds of solitary waves can
propagate along the interface and the free surface: classical solitary waves characterized
by a solitary pulse or generalized solitary waves with in addition nondecaying oscillations
in their tails. The origin of these nonlocal solitary waves can be easily understood from
a physical point of view. The dispersion relation for the above system shows that short
waves can propagate at the same speed as a solitary wave. The interaction between
the solitary wave and the short waves creates a nonlocal solitary wave. In this talk,
the interfacial-wave problem is reduced to a system of ordinary differential equations by
using a classical perturbation method. The classical as well as the generalized solitary
waves which are solutions of this system of model equations are constructed.
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Two- and three-dimensional steady gravity-capillary water waves via
Hamiltonian spatial dynamics
Mark Groves
Loughborough University, UK
email: M.D.Groves@lboro.ac.uk

The hydrodynamic problem concerning the irrotational flow of a perfect fluid of
constant density in a domain bounded above by a free surface and below by a rigid
bottom is known as the water-wave problem. Here we examine the gravity-capillary
steady water-wave problem, in which the fluid is acted upon by the forces of gravity
and surface tension and all waves are uniformly translating with constant speed. The
problem depends upon two dimensionless combinations v and 3 of the various physical
quantities. We consider the two-dimensional version of the problem, in which z is the
horizontal direction of uniform translation and y points vertically upward, together with
a three-dimensional version in which the waves have an additional periodic dependence
upon the horizontal direction z perpendicular to z.

Starting from a variational principle, we show that the two- and three-dimensional
steady water-wave problems can be formulated as infinite-dimensional Hamiltonian sys-
tems in which x plays the role of the time-like variable. A centre-manifold reduction
technique is then used to show that the problem is locally equivalent to an ordinary dif-
ferential equation whose solution set can be analysed. In the two-dimensional problem
we look for the existence of solitary waves, that is solutions to the system which decay
to zero at large values of |z|. We identify two regions (I and II) of (3, a)-parameter
space in which the system has infinitely many solitary waves. In region I these waves
are multi-troughed waves of depression with exponentially decaying outskirts; in region
IT they are modulated waves.

In the three-dimensional problem we identify regions of (3, a)-parameter space in
which there are generalised solitary waves, that is waves which decay to a spatially peri-
odic motion at large |z|. In particular, we find a family of three-dimensional disturbances
which decay to two-dimensional periodic waves at large |z|.
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Three-dimensional capillary-gravity waves
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We study analytically the existence of three-dimensional (3D) surface waves, i.e.
waves for which the associated free-surface displacement varies in two horizontal di-
rections, the third direction being the vertical direction, as solutions of the full Euler
equations. The waves are assumed to travel at a constant speed on the free surface of
an inviscid fluid layer of finite depth under the influence of gravity and surface tension.
We consider small-amplitude waves bifurcating from the state of rest that are periodic
in one of the two horizontal directions.

The method which we apply is based on ideas from the theory of dynamical systems.
The water-wave problem is formulated as a dynamical system in which the evolutionary
variable is the variable in the unbounded horizontal direction. The bounded solutions
are orbits in an infinite-dimensional phase-space consisting of functions living on the
bounded cross-section of the domain. Restricting to solutions of small amplitude the
corresponding orbits live on a finite-dimensional - center - manifold and are described by
a finite-dimensional system of ODEs. The normal form of this system can be obtained.
The reversibility and the O(2)-symmetry of the system play an important role in the
analysis.

Two types of 3D waves are considered: waves which are periodic in the direction
transverse to propagation that we call periodically modulated traveling waves, and waves
which are periodic in the direction of propagation that we call periodic traveling waves.
We have two different formulations of the system depending on which of the two types
of waves above we are looking for. In both cases, an infinite sequence of bifurcations
of increasing complexity as the surface tension tends to zero is found. In the case of
periodically modulated traveling waves, the simplest bifurcation, for the lowest periodic
mode, leads to a reduced system of dimension ten, and in the case of periodic travel-
ing waves, to a reduced system of dimension four. Various types of 3D symmetric or
asymmetric waves are obtained. Similar waves have been found for a model equation for
three-dimensional water-waves in [2] and [3]. For the Euler equations, several types of
reversible periodically modulated traveling waves have been constructed in [1] by using
a Hamiltonian formulation of the system.
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Gravity and Capillary-gravity traveling waves for superposed fluid layers,
one being deep
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email: iooss@inln.cnrs.fr
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The mathematical study of 2D traveling waves in the potential flow of two super-
posed layers of perfect fluid, with free surface and interfaces (with or without surface
tensions) and with the bottom layer of infinite depth, is formulated as a ill-posed re-
versible evolution problem, in a suitable function space, where the horizontal coordinate
plays the role of a "time”. We give the structure of the spectrum of the linearized oper-
ator L, near equilibrium (u denotes the set of parameters). This spectrum consists in a
set, of isolated eigenvalues of finite multiplicities, a small number of which lie near or on
the imaginary axis, and of the entire real azis which constitutes the essential spectrum
where there is no eigenvalue, except 0 in some cases.

A normal form analysis in infinite dimensional space is performed. We split the space
into i) an invariant subspace belonging to the continuous spectrum (which crosses the
imaginary axis) and to eigenvalues far from the imaginary axis and ii) a complementary
invariant subspace belonging to eigenvalues near or on the imaginary axis, including 0,
if this one is an eigenvalue. This splitting and normal form analysis are made possible
thanks to the explicit knowledge of the resolvent of the linear operator L,n near 0, and
to good estimates of the resolvent on the imaginary axis.

Concerning periodic waves, we give a general constructive proof of bifurcating so-
lutions, adapting the Lyapunov-Schmidt method to the present (reversible) case where
0 (which is "resonant”) belongs to the continuous spectrum. In particular we give the
results for the generic case and for the 1:1 resonance case.

For the 1:1 resonance case, (with an additional 0 eigenvalue embedded in the con-
tinuous spectrum in some cases), in the case of the two reversible homoclinic orbits for
the reduced normal form, we can show that they do persist for the full system. They
correspond to traveling solitary waves, with oscillations algebraically damped at infinity
(the non exponential damping being due to the continuous spectrum).
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Existence and Non-existence of Solitary Waves in Water
Shu-Ming Sun
Virginia Polytechnic Institute and State University
email: sun@math.vt.edu

This talk concerns permanent capillary-gravity waves on the free surface of a two-
dimensional incompressible inviscid fluid of finite depth with small surface tension. As-
sume that the flow is irrotational and a single hump wave, called solitary wave, moving
with a constant speed will be studied. The existence of solitary waves with small oscil-
lations at infinity, called generalized solitary waves, is considered and the relationship
between the amplitude and the phase shift of the oscillation is fully discussed. There
are two approaches to obtain the generalized solitary waves, assuming the magnitude of
the amplitude first or fixing the phase shift first. It will be shown that the generalized
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solitary waves obtained from these two approaches are actually connected. By letting
the amplitude be a function of the phase shift 0 and the long-wave parameter e, it is
obtained that there exists a curve in d-¢ plane. When § and € are near this curve, the
amplitude can become arbitrary large. Otherwise, the amplitude is exponentially small.
For some surface tension close to 1/3, the amplitude never become zero for small e,
which gives the non-existence of truly solitary waves.

Contributed talks

The wave resistance problem for a surface-piercing body
Carlo Domenico Pagani
Politecnico di Milano, Italy
email: carpag@mate.polimi.it

Dario Pierotti
Politecnico di Milano, Italy

One considers a “slender” cylinder semisubmerged in a heavy incompressible and
inviscid fluid and moving at uniform, supercritical speed in the direction orthogonal to
its generators; the problem is to find the resulting steady two-dimensional flow.

By a hodograph transformation, the problem (originally set up in a domain with
a free boundary) reduces to the determination of a function, holomorphic in a fixed
domain, satisfying different conditions (one of which, the Bernoulli condition, is nonlin-
ear) on different parts of the boundary; but two separating points between these parts,
corresponding to the points of contact fluid-cylinder, are unknown and their determina-
tion is part of the problem. One proves the existence of a “smooth” solution for which
the free boundary and the cylinder profile (which is assumed convex and reasonably
smooth) form a single C''-streamline; furthermore the free boundary is monotone in-
creasing downstream, monotone decreasing upstream and lies under the level of calm
water. This is not the only solution of the problem; for one proves that under ad-
ditional assumptions, another solution exists, which is singular at the contact points
fluid-cylinder; such points appear as stagnation points for the flow.

The linear approximation of the wave resistance problem (called Neumann-Kelvin
problem) has been extensively studied (see, e.g. [1] and [2]). The analogous problem
for a completely submerged body has been treated in [3] and [4].
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Key note lecture

Boundary Integral Methods for Water Waves
J. Thomas Beale
Duke University
email: beale@math.duke.edu

We discuss numerical methods for time-dependent water waves and the analysis
needed to prove the convergence of properly designed versions to the actual solution.
Boundary integral methods have been widely used for water waves; they are based on
singular integrals arising from potential theory. The water surface is tracked by points
which move with the fluid velocity. The velocity is determined from an integral equation
on the surface. (For a recent survey, see [2].) We will begin by reviewing the equations
of water waves and their qualitative properties. We then present the boundary integral
formulation and describe its use as a numerical method, with emphasis on the three-
dimensional case. In [1] a version of the boundary integral method for doubly periodic
water waves is proved to converge to the actual solution. We will discuss several issues
related to the design and analysis of this method. A new approach is used for the com-
putation of singular integrals, such as a single layer potential on a surface; the Green’s
function is regularized and an efficient local correction is computed for the trapezoidal
sum. The numerical stability depends on choosing discretizations so that the errors are
governed by equations with structure analogous to that of the full equations. For the
stability estimates, mapping properties of the discrete integral operators are used which
are found by treating the sums as discrete versions of pseudodifferential operators. The
Dirichlet-to-Neumann operator on the surface is a fundamental part of the equations of
motion; the wavelike character of the motion depends on the positivity of this operator.
Similarly, the stability of the numerical method seems to depend on the positivity of
the discrete version of this operator.
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Invited lectures

Nash-Moser Theory for Standing Water Waves
Pavel Plotnikov
Lavrentyev Institute of Hydrodynamaics
email: Plotnikov@hydro.nsc.ru

John F. Toland
University of Bath
email: J.F.Toland@maths.bath.ac.uk

Unlike progressive (or steady) Stokes waves, standing waves are a truly time-depen-
dent phenomenon in the sense that they can not be regarded as stationary relative to
a moving reference frame and we believe that, until now, there has been no existence
theory, even for the case of small amplitude waves.

Our purpose is to show how the Nash-Moser iteration method can be used to give a
rigorous proof of the existence of certain small-amplitude standing water waves on an
incompressible irrotational flow of finite depth over a horizontal bottom under gravity,
when surface tension is neglected. The waves in question are solutions of the Eu-
ler equations, formulated in Lagrangian coordinates, for an ideal incompressible fluid
which satisfy exactly the constant-pressure and kinematic boundary conditions on the
free surface. But in addition, the solutions for which existence is established satisfy
further constraints which are expressed in terms of the normal component of pressure
gradient on the free surface. These constraints are designed to facilitate the mathe-
matical development here, with particular regard to the method for obtaining a priori
bounds necessary for the Nash-Moser method. They have no obvious analogue for it in
the theory of Stokes waves.

Because the proof is long and quite technical it will be possible only to outline the
main result and to sketch the method in the limited time available.

Justification of quasistationary approximation in the problem of evolution
of a capillary drop
Vsevolod Solonnikov
V.A.Steklov Mathematical Institute, S.Petersburg Department
email: solonnik@pdmi.ras.ru

The problem of motion of a viscous capillary drop consists in the determination of a
bounded domain Q; C R?, of the velocity vector field 7 = (vi(x,t), vo(z,t).v3(z,t)) and
of the scalar pressure p(z,t), © € €, satisfying the Navier-Stokes equations

initial condition
(z,0) = v () (2)

in a given domain €y and the conditions at the free boundary I'; = 9€);

Goii=Va,  T(@p)i— Hii=0. (3)
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Here ¢ is a positive parameter proportional to the Reynolds number, V,, is the velocity
of evolution of I'; in the normal direction 7, T is the stress tensor and H is the doubled
mean curvature of I';. Quasistationary approximation consists in setting ¢ = 0 in (1)
(which removes the time derivative #; and the nonlinear term) and in the elimination of
the initial condition (2) for ¥ (but not for ;). One can expect that the approximating
solution is close to (¥, p) in the case of small .

We prove that the problem (1)-(3) is uniquelly solvable on a certain finite time interval
(0, ¢1) independent of ¢ and that the difference between the exact and the approximating
solutions has the order of magnitude O(g) for ¢ > ¢, > 0.

The proof is based on a new Schauder type estimate for the linearized problem (1)-(3).

Well-posedness in Sobolev spaces of the full water wave problem
Sijue Wu
Univ. of Maryland and Univ. of lowa
email: sijue@math.umd.edu

We consider the motion of the interface separating an inviscid, incompressible, irro-
tational fluid from a region of zero density in the three dimensional space; we assume
that the fluid region is below the region of vacuum and the fluid is under the influence
of gravity and the surface tension is zero. Assume that the density of mass of the fluid
is one, the gravitational field is (0,0, —1), and at time ¢ > 0, the free interface is X(¢),
and the fluid occupies the region €(¢), the motion of the fluid is described by

vw+v-Vo = —(0,0,1)— Vp on Q(t), t >0, (1)
dive = 0  on ), t >0, (2)
curlv = 0, on Q(t), t > 0. (3)

where v = (vy,v9,v3) is the fluid velocity, p is the fluid pressure. Since we neglect the
surface tension, the pressure is zero on the interface. So on the interface:

p=0,  onX(t) (4)
(1,v) is tangent to the free surface (¢,3(t)). (5)

The above model is a 3-dimensional water wave model. It is generally known that
when surface tension is neglected, the motion of the interface between an inviscid fluid
and vacuum under the influence of gravity can be subject to Taylor instability [1], [2].
In a previous work [3], we studied the 2-dimensional water wave model, we showed
that for 2-D water wave, the sign condition relating to Taylor instability always holds
for nonself-intersecting interface, that is, the motion of the interface is not subject to
Taylor instability; we showed further that the 2-D full nonlinear water wave problem
is wellposed in Sobolev spaces, locally in time, for any initially nonself-intersecting
interface.

In this talk, I will show that the results we obtained for the 2-D water wave also hold
for 3-D, that is, the motion of 3-D water wave is not subject to Taylor instability and
the full 3-D water wave problem is uniquely solvable in Sobolev spaces for any nonself-
intersecting initial interface. I will demonstrate that Clifford analysis is an effective tool
for 3-D water wave problem.
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Contributed talks

Surface waves for an incompressible ideal fluid
Atusi Tani
Keio University
email: taniOmath.keio.ac. jp

In this communication, we are concerned with a free boundary problem for the motion
of an incompressible ideal fluid under the gravitational field in a two-dimensional domain
of infinite extent and of finite depth. Our problem is to find the two-dimensional domain
occupied by the fluid which is bounded below by the fixed bottom and above by the free
surface together with the velocity vector field and the pressure of the fluid satisfying
the system of Euler equations and the initial-boundary conditions. The Euler equations
consist of the conservations of mass and momentum under the gravitational field in
a downward direction. The purpose of this paper is to establish the temporary local
solvability in a Sobolev space.

We also consider the same problem as above taking into account of the surface tension
on the free surface. For this problem we prove the temporary local existence theorem
irrespective of the direction of the gravitational field, and the convergence of this solution
to the cprreponding one as the surface tension coefficient tends to zero if the gravitational
field acts in a downward direction.

For the proof, we rely on the methods due to Nalimov and Yosihara for the water
waves, and to Iguchi-Tanaka-Tani for the vortical water waves of infinite depth.
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F. Further topics

6.1 Delay Equations

Nonlinear Retarded Functional Differential Equations of Arbitrary
(Fractional) Orders
Ahmed M. A. El-Sayed
Faculty of Science, Alexandria University, Alexandria, Egypt
email: ama@alex.eun.eg

The arbitrary (fractional) order integral operator I%, « > 0 is a singular integral
operator, and the arbitrary (fractional) order differential operator D* = ["*, >0
is a singular integro-differential operator, they generalize (interpolate) the integral and
differential operators of integer orders. The fractional calculus {I* ; o € R} is
enjoying growing interest not only among mathematicians, but also among physicists
and engineers. In this lecture we study the existence of monotone solution (in the class
L(0,7) of Lebesgue integrable functions) of the problems

D¢ z(t) = F(t,x(m(t))), z(a) = z, >0, a€(0,1],

where the function F' is a nonlinear function satisfies the Caratheodory conditions,
and the more general one

D%x(t) = f(t,z(t), D" x(t — r), D*?x(t — 2r)),.,.,., D" x(t —nr)) , t€l.

Diz(t) =0, for t<0,;j=0,1,2,..,n

Here the function f(¢,U) satisfies the Caratheodory conditions i.e., t — f(t,U) is
measurable for every U € R"™' and U — f(¢,U) is continuous for every ¢t € I and
acnn+l], ape(k—1k, k=1,2,...,n ,and a,=0.

As special case we also consider the following equations:

Dz +ngt:p VD x(t —kr) , t €1,

D%z —i—ka t,D%x(t —kr)) , tel,

with the initial conditions (3), where f; and g, are nonlinear functions that satisfy
the Caratheodory conditions.

Special slowly oscillating periodic solution of
a state dependent delay differential equation
Mustapha Yebdri
University of Tlemcen, Algeria
email: bel@ist.cerist.dz
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We consider the following state dependent delay differential equation

#(t) = [t —r(x(t))))

where f is a real smooth function. This equation playes an important role in medicine,
economy and so forth... We are interested in the existence of slowly oscillating periodic
solutions, in particular special symmetric ones.

6.2 Numerics

On the Mathematical Foundation of the Nonstandard
Finite Difference Method
Roumen Anguelov
Vista University
email: anglv-r.marlin.vista.ac.za

Jean M-S Lubuma
Vista University
email: 1buma-js.marlin.vista.ac.za

The finite difference method is one of the oldest, simplest and thus very popular tech-
nique for the numerical treatment of differential equations. For most of the equations in
mathematical physics finite difference schemes have been designed and investigated from
both theoretical point of view (convergence) and practical point of view (consistency,
stability). Furthermore, provided the solution is smooth enough, these schemes produce
numerical solution with optimal rates of convergence when the step-size approaches zero.

One disadvantage of this standard approach is that qualitative properties of the exact
solution are not transferred to the numerical solution. In practice, the limit of the step-
size is not reached. What we have is the numerical solution obtained for one or several
values of the step-size. Thus, the stated disadvantage might be catastrophic.

The nonstandard approach discussed in this talk preserves essential properties of the
exact solution. This is achieved by replacing derivatives by nonstandard finite differ-
ence operators with denominators that are suitable function of the step-size, nonlinear
expressions being, in general, approximated nonlocally.

Nonstandard finite difference techniques were developed empirically [1] for solving
practical problems in applied sciences and engineering. Although they produce results
satisfactory to their users, these techniques have not yet been subjected to rigorous
mathematical analysis. Some concepts are still unclear.

Our aim is to give rigorous mathematical meaning and justification of some key
concepts involved in the design of nonstandard finite difference schemes. We also discuss
a certain number of ”successful” empiric procedures the mathematical justification of
which is still pending.
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Optimal derivative procedure of a nonliear ODE.
Tayeb Benouaz
University of Tlemcen, BP 119, Tlemcen 13000, Algeria
email: Bel@ist.cerist.dz

We introduce a certain notion of approximation defined as the optimal derivative of
the following nonlinear ordinary differential equation

((ji_i =F(z(t)),z(0) = xo.

This approximation is global in the neighborhood of a steady state. That is obtained
as a sort of mean value of the derivative of the nonlinear function along trajectories
linking the initial value to the origin. The procedure is based on the minimization
of a certain functional with respect to a curve starting from an initial value x, and
going to 0 as ¢ goes to infinity. At each step, it gives a linear map, starting from the
Jacobian matrix DF (z) estimated at the initial value xy. The optimal Derivation of
the nonlinear equation is obtained as a limit of the sequence of linear maps determined
by the procedure and can be written as

d ~
d—”t“" = Az (t), 2 (0) = z.
Our results are in the line of previous work by Vujanovic in (1973) and Jordan et al

(1987) .
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An Approximate Method of Solution of Some Types of Singular
Integro-Differential Equations
Alla Boikova
Penza State University
email: boikov@diamond.stup.ac.ru

The presentation is devoted to approximate method of solutions of singular integro-
differential equations, which is based on the approximation of functions by interpolated
polynomials, fundamental functions of which are characteristic functions of differential
and integral operators. This method was discussed in the papers [1]. We here spread it
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on the Cauchy problem for many types of singular and hypersingular integro-differential
equations as:

a(t)x(t) + b(t) / W + )\/p(T)h,(T)dT =f(t), -1<t<1,

where p(t) is a weight, a(t),b(t), h(t), f(t) € H,,

/% + )‘/p(T)h(T)dT = f(t), —-1<t<1,

-1

1
where [ x(t)t2dt is hypersingular integral.
1

For example, let us consider the Cauchy problem for the Prandtl singular integro-
differential equation of finite wing:

where —1 <t < 1, b(t), f(t) € H, (0 <y < 1). We obtain the approximate solution in
the analytical form

Lo(t) = \/ﬁkz‘; (% ;%Uz(uk)Uz(t)> (M+ B(pu))

where v, = i UZ(ug) is a Chebyshev polynomial of the second kind, £ is its degree and
i=0

pr, K =0,1,...,n, are the roots of the polynomial U, (?).
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Event recognition using a binary discriminant tree
Mostafa Mjahed
Département Maths et Systémes, Ecole Royale de I’Air, 40000 Marrakech, Morocco
also at LPTN, Faculty of Sciences Semlalia, Marrakech. jahed@hotmail.com

In this paper, we propose a new design procedure for constructing a multivariate and
discriminant binary tree for classifying high energy reactions data.

A binary decision tree is usually generated by repeated splits of the learning event
set into two descendant subsets [1]. At each node of the tree, the split is obtained by a
cut on the selected variable. Several attempts have been made to construct binary trees
otherwise [2-4].
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Instead of an univariate design, we suggest to use some linear discriminant functions.
These discriminant functions are combinations of discriminant variables. Their choice
is imposed by the topology of the events to be classified. Moreover, the computation of
the functions’ cuts values is based on minimizing the Kolmogorov- Smirnoff distance.
Finally, a test of performance using efficiencies and purities of classifications is used.

Experiments on real and simulated test data, containing four classes of high energy
reactions events show that the proposed discriminant tree classifier is faster and more
efficient than the univariate binary decision tree.
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On the investigation of boundary value problems
Miklos Ronto
Institute of Mathematics, University of Miskolc, Hungary
email: matrontoQgold.uni-miskolc.hu
One of the problems which will be considered is the following two-point non-linear
boundary value problem:

dlL‘/dt = f(t, xZ, )\1, )\2),
Az(0) + C(\)x(T) = d(A1, \2), 21(0) = 19, 22(0) = .

Here, f € C([0,T] x D x [ay,b1] X [ag, bs], R™), D C R™ (n > 3) is closed and connected,
and d € C'([a1, b1] X [ag, bo], R™); A and C'(\;) are members of R™*™ such that det[k; A +
koC'(A1)] # O for some real ky # ko and all Ay € [a,b]; A1 € [a1,b1] and Ay € [ay, by] are
unknown scalar parameters.
We give a numerical-analytic method of successive approximations to establish exis-
tence theorems for a solution (z*, A\j, A\}) and construct approximations to the solution.
It is shown that, under certain conditions, the sequence

¢

Tma1(t, 2, \) = 2+ k1 Hdy (2, \) +/ f(s,xm (s, 2, A), A1, Ay)ds
0

s

T Jo

where m = 0,1,2,..., 2o(t,2,\) = 2 + ki Hdy (2, \), H = [kyA + k,C(\)] 7Y, di(z,)) =
d()\l, )\2) - [A + C’()\l])z, A= ()\1, )\2),

t
f(Ta xm(Ta 2 )‘)7 )\17 )\Z)dT + THdl(Za )\)dS,

Zz = COl(.’L‘lo, 20, Y1y - - ;yn—2) = COl(ZL‘lO, T20, y),
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uniformly converges.
The function x*(t, z, A) = limy;, 00 T (2, 2, A) is a solution of the original problem iff
the pair (y, A) satisfies the determining equation

1 1 /T
Ay, \) = 7 (k2 = k) Hdy (2, A) — T/ F(t (8, 2, A), A )dt = 0.
0
A survey of the investigations concerning the method under consideration for various
types of problems can be found in [1, 2].
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Coupling of kinetic and hydrodynamic equations: the case of Carleman
model
Moulay Tidriri
lowa State University
email: tidriri@iastate.edu

The coupling of kinetic equations and their hydrodynamic limits was introduced and
studied by Le Tallec and Tidriri [2,3] and Tidriri [4]. This approach was introduced in
order to solve several difficulties that occur at the interface between fluid mechanics and
kinetic theory. Because of the practical importance of these methodologies, the estab-
lishment of their mathematical foundations is of crucial importance. The mathematical
theory of such coupling started in [4] and continued in [2,3], where the coupling of two
models of hydrodynamical type is considered. In [5,7], the author provided an analysis
of the coupling of two models of kinetic type. In [6] the author provided the analysis
of the coupling of kinetics equations and their hydrodynamics limits for the Carleman
model. In these papers, the author established the existence theory and the asymptotic
behaviour of the resulting coupled systems. Moreover, he studied the semi-discretized
(with respect to the time variable) coupled systems via the Time Marching Algorithm
also introduced in [2,4] and established the convergence theory for the resulting cou-
pled problems. Finally, he provided numerical results confirming the above mentioned
mathematical results.

As far as we know the above mentioned results are the first mathematical results
about the analysis of coupled systems of kinetic equations or coupled systems of kinetic
equations and their hydrodynamical limits.

In our proposed talk, we shall first, present a motivation to our studies by giving
some numerical results and experimental evidences that show why such coupling is of
crucial practical importance. we shall then give more details about the analysis of the
coupling of kinetic equations and their hydrodynamics limits.
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6.3 Ordinary Differential Equations

Uniformly Isochronous Quintic Planar Vector Fields
A. Algaba
Mathematics Dept., Huelva University, Spain

M. Reyes
Mathematics Dept., Huelva University, Spain

T. Ortega
Mathematics Dept., Huelva University, Spain

A. Bravo
Mathematics Dept., Huelva University, Spain
email: abravo@uhu.es

In this paper we analyze the center problem, and consequently the isochronicity,
for the vector fields (—y +ao b, Hi(w,y), v +y Xt H(x, y)), with H; homogeneous
polynomial of the i-th degree, i = 1,...,4, and H;H, # 0 for some i = 1, 2 or 3. To treat
such problem basically we use procedure based in normal forms and also characterization
of center through the existence of Lie’s symmetries of the system (see [1]). Besides, we
give commutators, null divergence factors and first integrals of some subfamilies. We also
include the phase portrait of the centers with polynomial commutators on the Poincare
disk. We finish the paper with two open problems.

The vector fields we are studing belong to the family

(S) (~y +zH(v,y),v +yH(z,y)),
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where H is an analitic function in a neighbourhood of the origin, with H(0,0) = 0. As
far as we know, some subfamilies of these systems have been studied by several authors.
[4] analyzes (S) with H an homogeneous polynomial of an arbitrary degree, drawing to
the conclusion that if the degree of H is odd the origin is a center, whereas if it is even
it’s necesary that the integral of H on S! must vanish. Moreover, in [1] the isochronous
condition have been obtained according to the coeficients of the systems. [7] research
some properties for first integrals and for commutators of the systems studied by Conti
with H an homogeneous function. [6] provides linearizating changes for the reversibles
systems (S) with H = H; + H,. Next, [5] removes the reversibility condition and
shows that the only existing centers are the reversible ones. [2] and [3] study, in an
independent way, the centers of the systems (S) with H = H,+ Ho+ H3, with H;H3 # 0,
t =1, 2. All of them are reversible centers and there are some isochronous ones which
don’t have polynomial commutator.
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Investigation of Resonances Using Higher Order Normal Forms
Dmitri Balashov
Institute of Mechanics, University of Kassel, 34109 Kassel, Germany
email: balashov@ifm.maschinenbau.uni-kassel.de

In the present analysis the higher order normal forms technique [2] is applied to the
local analysis of the shock adiabat in an elasto-plastic solid and the transient resonance
response of a non-linear slow-variant simple degree of freedom system. The solution of
these problems is reduced to the investigation of a trajectory dynamic which is governed
by the corresponding systems of non-linear ordinary differential equations. The local
analysis in the vicinity of a stationary point is provided in the resonance case when the
corresponding linear part has a multiple zero eigenvalue. The step to step technique of
nearly identity transformations is applied to the analysis of a dynamics on the central
manifold.

The shock adiabat in elasto-plastic solid with the smooth convex yield surface is
constructed by embedding the Kelvin-Voigt type viscosity element in the rheological
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model [1], [3]. In the general case of a combined loading in the viscous layer the problem
is reduced to the investigation of the following system of ordinary differential equations

dui dO'Z'j .
dé ¢

here & is the coordinate of a viscous layer, u; and 0,4 are accelerations and stresses,
Lijri(0ap) are components of the acoustic tensor, ¢ is the sound velocity at the state
after the shock, ¢ is the small nonnegative parameter.

Small intensity shock waves correspond to the heteroclinic type trajectories

= (L1itp(0as) — (2 +€)0p ), —Lijk1(0ap) ur

. (€Y — ; (€) = o
dim (6) =0, i o(6) =

which satisfy the inequality of an active plastic load:
Apgri Fyq(0ap)ur, <0

Ajji are elastic moduli, Fjj(0,s) is the yield surface gradient.

Using the Lax evolutionary conditions the types of bifurcations with respect to a
change in the velocity of a shock wave are found. An integration of the normal form
is reduced to the investigation of an ordinary differential equation of the first order.
The conditions of solvability which follow from the inequality of active plastic load are
established. Numerical simulations of heteroclinic orbits are performed.

References

[1] Balashov, D. B. and Kamenyarzh, Ya. A., On Simple Waves in Elastic-Ideal Plastic
Medium, Journal of Applied Mathematics and Mechanics (Russian Academy of
Sciences), 53(4):551-553, (1989).

[2] Bruno, A. D., Local Methods in Nonlinear Differential Equations, Springer, 1989.

(3] Nouri A., and Chossat P., Shock Waves of Small Amplitude in Elastoplastic Solids,
FEuropean Journal of Mechanics, A/Solids, 12(1):95-124, (1993).

Differential Equations of Infinite Order with Subordinate Terms
Galina Balashova
Moscow, Russia
email: balashov@cs.isa.ac.ru

Let G C R”, v > 1, be a bounded domain and I' be a boundary of the domain.
The solvability of the following Dirichlet problem for nonlinear differential equations of
infinite order is being considered

Ly(u) + Ly(u) = i (- DA, (x, D"u) + i (-1 D*B,(z, D*u) = h(z),
lo|=0 |a|=0

x € G, (1)
Du(z) =0, wel, 18] =0,1,.... (2)
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The A,(z,Du), By(x, D¥u) are continuous functions of + € G and of all possible
derivatives D7u and D“u, |y| < |a|, |w| < |a|. The right side h(z) of equation (1) may
be a generalized function with singularity of infinite order.

Definition. The differential operator L;(u) is called principal in comparison with
operator Ls(u) (henceforth referred to as subordinate) if the space, being the domain of
Ly(u), is compactly embedded in the space corresponding to Lg(u).

The conditions for compact embedding of the corresponding spaces for the compari-
son of the operators L;(u) and Ls(u) has been studied. That allowed us to receive the
conditions of solvability of the problem (1), (2), to indicate the methods of its exami-
nation. If (1) is the linear equation containing subordinate terms then it is Fredholm.
That theory has allowed to receive the solvability of the series of problems which could
not be solved earlier. That is demonstrated by examples.

On n-dimensional Riccati extended forms
Katalin Balla
Computer and Automation Institute, Hungarian Academy of Sciences
email: balla@sztaki.hu

We deal with initial value problems for the system of implicit difference equations of
the form
A*(n)®(n) — ®(n+ 1) f*A*(n)®(n) =0, n=0,1,...,
where the (m+1) x (m+1) complex matrices A(n) are composed of entries a; ;(n), i,j =
1,...,m+1, fis a fixed nonzero vector of m + 1 complex components. The initial
value is prescribed as ®(0) = .
For the lowest dimension (m = 1), the problem reduces to iteration

(n) z (n) + @2 (n)
(n)x (n) + @ (n)’

z(n+1) =1 n=0,1,....
az1

This iteration with constant real coefficients was studied by Brandt. Later, Kocic and

Ladas considered real varying coefficients, too. Recently in the joint paper with Agarwal,

we investigated the case with complex, constant coefficients when m = 2. We described

the equilibria. Some problems of asymptotic stability were addressed there, too.

In general case, we observe that there exists at most one local solution ®(n), n =
0,...,N +1, of the problem such that f*A* (n) ® (n) #0, n=0,...,N. For this local
solution f*®(n) =1, n=1,...,N + 1, holds.

It turns out that the local solution can be given directly. It helps us to formulate a
criterion for the the existence of the global solution.

Attention is paid to the constant case. The results obtained for the case m = 2
earlier for equilibria and asymptotic stability are extended now, as well.
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On the Solutions of the Second Order Differential Equation with Variable
Parameters
Irina V. Barteneva
Donetsk Railway Institute, Ukraine
email: tanya@imail.dc.ukrtel.net

Consider a linear differential equation

d*z dz

— +p(t)— +q(t)z =0, 1

AL 0
where t is time, p(t), ¢(t) are continuous functions which are bounded on every compact.
In [1] one can find that no solution of (1) can possess a zero of order greater than one.
Let ¢, and ¢ denote consecutive zeros of some solution z(t) of the equation (1) (t2 > t1).

Theorem. Let a = sup |p(t)|, b= sup |q(t)|. Then
t

t1 <t<to t1 <t<to

1) ty =ty > 2= (5 — arctan =) if 4b > a%

2)1&2-1&12% if 4[):@2;

3) ty —ty > 2 In WVE if 4p < o2,
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Some Criteria on the Uniqueness of Limit Cycles
in planar Polynomial Systems
Javier Chavarriga
Unwversitat de Lleida. Spain
email: chava@eup.udl.es

Héctor Giacomini
Université de Tours. France
email: hgiacomini@infovia.com.ar

Jaume Llibre
Universitat Autonoma de Barcelona - Bellaterra. Spain
email: jllibre@mat.uab.es

Josep Mallol
Unwversitat de Lleida. Spain
email: jmallol@hotmail.com
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In this article we give criteria on the uniqueness of limit cycles in planar polynomial
systems. It is well known that provided a system has an invariant straight line, there
can be at most one limit cycle [1]. Also that parabolas, which are particular solutions
of quadratic systems can coexist with limit cycles [2]. We prove the uniqueness of some
known algebraic limit cycles for quadratic systems. We present also criteria and proofs
on the existence and uniqueness of limit cycles under some conditions, as well as open
questions on this subject.
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Some unexpected properties of limit cycles of quadratic systems in the
plain
Leonid A. Cherkas
Belarusian State University of informatics and radioelectronics, P.Brovki 6, Minsk,
220027, Belarus
email:  cherkas@inp.minsk.by

In the generic case every autonomous quadratic system in the plane, which has a finite
singular point, can be reduced to a quadratic system with five essential parameters. We
consider two of them

dx dy
& 1 - =
o = @t yt+aQey), — =Qy),
Q=x+\y+ar’+blx+1)y+cy”; (1)
dx dy 2

Z aijxiyj s Z CLZ](—I)] = 0 (2)

i+j=0 i+j=0

i
dt +’Z‘y7

dt

System (1) has the larger number of rotation parameters \, b, «. For every parameter
of system (1) (for example, b) we can define the curve of limit cycles at every point (z, b)
on the plane x = b which corresponds to a limit cycle of system (1) passing through
the point (z,0) for given value parameter b. The curve of limit cycles corresponds
to a manifold of limit cycles in the space (x,y,b). It is known [1] that for a given
rotation parameter (for example, b) the curve of limit cycles corresponds to a unique
function of the variable = having a point of Andronov-Hopf bifurcation. We establish
that in contrary for parameters a, ¢ corresponding curves of limit cycles can have some
branches without points of Andronov-Hopf bifurcation and they can have also turning
points. We establish that quadratic system (2) can have around a weak focus A(1,—1)
a separatrix cycle with two saddles at infinity and critical stability (a, = 0).
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We prove also that it is possible to take as Dulac’s function the function B =
| W (z, y)|1/k, k = const, ¥ is a polynomial with respect to y of degree 2m, such that

1
div(Bf) = Lsign¥ 0|"*t P(z), P(z) > 0,z > 0.

It means [2], that the number of limit cycle of system (2) around the focus A(—1,1)
is not more than m, m = 1,2,3; f is the vector field associated with system (2). So we
have a posibility to attack the Hilbert problem for quadratic systems.
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Limit sets in planar systems of piece-wise linear differential equations with
a line of discontinuity
Fotios Giannakopoulos
GMD, Schloss Birlinghoven, D-53754 Sankt Augustin, Germany
email: giannakopoulosQgmd.de

Andreas Kaul
Mathematical Institute, Weyertal 86-90, D-50931 Cologne, Germany
email: akaul@mi.uni-koeln.de

Karin Pliete
Mathematical Institute, Weyertal 86-90, D-50931 Cologne, Germany
email: apliete@mi.uni-koeln.de

We consider planar systems of piece-wise linear differential equations with a line
of discontinuity. Systems of this type have applications in science and engineering.
They provide mathematical models for mechanical systems with Coulomb friction, or for
electrical circuits with a thin triode, or for direct control systems with a two-point relay
characteristic, see [1]. We estimate all possible limit sets of such systems. They consist
of stationary, periodic, homoclinic and heteroclinic orbits. We study the existence,
number and stability of the orbits mentioned above. In our analysis we distinguish
between stationary points, which do or do not belong to the line of discontinuity, and
orbits with or without sliding motion, see [2].
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On stability and bifurcations in nonlinear systems of differential equations
Yakov Goltser
The Research Institute, The College of Judea and Samaria, 44837 Ariel, Israel
email: goltser@research.yosh.ac.il

We consider the nonlinear system of differential equations

= A0+ X (), X(1,0) = dX(1,0) = 0 )
continuously depending on a vector parameter .

One of the most studied phenomena arising in the neighborhood of the point x = 0
is the Hopf’s bifurcation. It arises when by u = 0 the matrix A(0) has a pair of pure
imaginary eigenvalues. In this talk the analogous problem connected with the study of
higher codimension bifurcation is considered.

Our main concern was with the following problems.

i) Stability of the equilibrium point of the system (1), when at ;1 = 0 the matrix A(0)
has m a pair of purely imaginary eigenvalues. (The results obtained for the problem (i)
relate to two different situations: non-resonance case and resonant case.)

ii) Bifurcation of m-dimensional invariant tory, when u # 0 (non-resonance case).

iii) Bifurcation of steady resonance modes.

Lyapunov functions in estimates of dimension of attractors of dynamical
systems
G.A. Leonov
Department of Mathematics and Mechanics of St. Petersburg State University
email: leonov@math.spbu.ru

Lyapunov functions are introduced into the estimates of Hausdorff and fractal mea-
sures of the sets which are shifted along the trajectories of differential equations. As
a result new estimates of attractors also containing Lyapunov functions are obtained.
Lyapunov functions in the estimates of Hausdorff dimension of attractors of Lorenz sys-
tem are constructed. With the help of these functions the validity of Eden conjecture
that the dimension of Lorenz attractor is estimated by the Lyapunov dimension of a
zero saddle point is proved.

For linear homogeneous continuous and discrete systems frequency-domain estimates
of singular numbers of fundamental matrices are received. Here Yakubovich-Kalman and
Kalman-Szego theorems about solvability of matrix inequalities are applied. On the base
of frequency-domain estimates of singular numbers estimates of Lyapunov dimension of
Lorenz and Hennon attractors are obtained. The comparison of these estimates with
computer experiments is done.

The connection of these results and the classical theory of motion is discussed. Special
attention is paid to the global stability.
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On the Stability of a Second Order Linear Differential Equation with
Variable Parameters
Alexander O. Ignatyev
Institute for Applied Mathematics and Mechanics, Ukraine; Donetsk Railway Institute,
Ukraine
email: ignat@iamm.ac.donetsk.ua

Natalia V. Lomakina
Institute for Applied Mathematics and Mechanics, Ukraine; Donetsk Railway Institute,
Ukraine
email: ignat@iamm.ac.donetsk.ua

Consider an oscillator described by the following differential equation
T+ f(t)z+g(t)z =0 (1)

where the damping and rigidity coefficients f(¢) and ¢(t) are continuous and bounded
functions of the time ¢. Most of the theories examining a stability problem of the
zero solution are based on the Lyapunov stability and instability theorems and the
corresponding Lyapunov function is assumed as an energy-type function
V= Lo (0)i + Lep(t)a?
2 2

where ¢;(t), c2(t) are time variable functions. In [1], A.P.Merkin considered the case
c1(t) = co(t) = 1 and stability conditions were obtained only for constant f and g.
An extension was done in [2] for periodic functions f(t) and g¢(t). By means of a
Lyapunov function which is a quadratic form with respect to x and x, V.M.Starzhinsky
[3] (assuming that 0 <[ < f(t) < L, 0 <m < g(t) < M) obtained sufficient conditions
of asymptotical stability for the solution

=0, =0 (2)

of equation (1). They are written as restrictions to the constants [, L, m, M.

In this paper sufficient asymptotic stability conditions of the solution (2) are obtained
which are close to necessary and sufficient conditions of stability. We suppose that g(t)
is continuously differentiable and that the inequalities

[f@] < My, [g(t)] < My, |g(t)] < Ms

hold for t € R} = [0; 00).
Theorem. If the conditions

g(t) > a; >0, p(t) = ==%+ f(t) > >0

are fulfilled, then the solution (2) of the differential equation (1) is uniformly asymptot-
ically stable.
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Decoupling of impulsive differential equations
Andrejs Reinfelds
Institute of Mathematics of Latvian Academy of Sciences and University of Latvia,
Akadémijas laukums 1, Riga LV—-1524, Latvia
email: reinf@latnet.lv

Impulsive differential equations provide an adequate mathematical models of evolu-
tionary processes that suddenly change their state at certain moments. The theme of
this communication is the dynamical equivalence of impulsive differential system to a
system which is simpler than the given one in terms of decoupling and linearization.

Let us consider the impulsive system in the Banach space U =X xY

de/dt = A(t)x + f(t,u), dy/dt = B(t)y + g(t,u),
Ax|i=y, = 2(1; + 0) — 2(1; — 0) = Ciz(1; — 0) + pi(u(r; — 0)), (1)
Ayli—r, = y(1; +0) — y(1; — 0) = Dyy(1; — 0) + ¢;(u(r; — 0)),

where u = (x,y), i € IN, f, g, p;, ¢; satisty Lipschitz conditions with small & uniformly
with respect to t. Let ®(-,%p,up):IR — U be the solution of the system (1), where
q)(to + 0, to, Uo) = Up.

Definition. Two impulsive differential systems are dynamically equivalent if there
exists a map H:IR x U — U and function e: U — IR, such that
(i) H(t,+): U — U is a homeomorphism.
(i) H(t, (t,t0,up)) = V(t, 19, H(ty, up)) for all t € IR, where U(-,ty,up): IR — U is the
solution of the second system.
(iii) max{|H (t,u) — ul, |[H*(t,u) — u|} < e(u).

We find sufficient conditions under which the impulsive system (1) is dynamically
equivalent to the system

de/dt = A(t)x + f(t,z, k(t,z)), dy/dt = B(t)y,
Az|i=r, = Ciz(i — 0) + pi(z(r; — 0), k(r; — 0,2(r; — 0))), (2)
Ay|t:n - Dly(Tz - O)

The last system splits into two parts. The first of them does not contain the variable
y, while the second one is linear. This result allows one to replace the given system by
a simpler one. Relevant results concerning decoupling and simplifying of the impulsive
differential systems are given also. The proof of the theorems is based on a Green maps
and a functional integral equations technique.
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Autonomous Differential Systems with Prescribed Limit Set
Allan Sandqvist
Department of Mathematics, Technical University of Denmark
email: a.sandqvist@mat.dtu.dk

We present a class of non-linear differential systems for which an invariant set can be
prescribed. Moreover, we show that a system in this class can be explicitly solved if a
certain associated linear homogeneuos system can be solved. As a simple application
we construct a plane autonomous system having a given closed curve on polar form as
the only limit cycle .

Monotonicity and boundedness of the atomic radius in the Thomas-Fermi
theory
Tadie
Matematisk Institut, Copenhagen University
email: tad@math.ku.dk

Consider an atom consisting of N electrons and a nucleus of positive charges Z. The
ground state density of electrons is a non negative function p € L'(IR*) such that
Jrz p(x)dx = N. In the semiclassical Thomas-Fermi approximation the consistency for
a neutral atom (N = Z) can be expressed : ¢ denoting the total electric potential,

(A1) dlx) = Z x|t — [ply) |z —y|™t dy ( Electrostatic attraction and
repulsion) and

(A2) p(z) = [2v/2/(372)] #(x)*?  ( Pauli-principle ).
For any k > 0, the radius Ry(N, Z) such that k electrons lie outside B(0, Rx(N, Z)) is
defined by

(A3)  Japrz p@)de =k Ri(Z) := Re(N, Z).([1])

After some normalizations using the Thomas-Fermi scaled potential ( ¢'*(z) :=
Z43u(2'3z) ), these equations are rewritten as:

W2 =], >0, y=3/2

p(r) = u(r)? fop (27 u(2 1)y Prdr = k.

After some qualitative investigations of a more general ( singular ground state )
problem

U"—i—gU':Ul, r>0; a>1; limU(r)=+o0; lm U(r)=0 (1)
r r\0 r foo
we prove the following main theorem for a =2, ~ =3/2 and any k > 0:
Theorem A
The problem (S0) has a unique solution U € C?((0, c0)) such that U ~ r!7% at 0



324 F. Further topics

and U ~r~* at oo and

i) any admissible z = Z in (A1) - (A3) satisfies
2>z = kS U(r)3? r2dr} ;

ii) Rp(z) =0 and {d/dz}Ry(z) >0 in z > z;

iii) 0 < lim, neo Ri(2) := Roo < 00.

The monotonicity established here of the radius in Thomas-Fermi theory agrees with
the experimental fact that atomes grow in size as one goes down each group in the
periodic table. ( The radius does not increase with Z throughout the whole periodic
table but if one considers a fixed group (e.g. the noble gases ), it does).
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6.4 Partial Differential Equations

On the Dirichlet Problem for the Nonlinear Parabolic Equations in
Non-smooth Domains
Ugur Abdulla
Fachbereich Mathematik-Informatik, Unwversitat Paderborn,
Paderborn 33098, Deutschland
email: ugur@math.uni-paderborn.de

We study the Dirichlet problem for the parabolic equation
wy = aAu™ + b~y -u” 4 cu®

with a,m,~, 3 > 0,b,c € IR, in a bounded, non-cylindrical and non-smooth domain €2 C
RNt N > 2. Existence and boundary regularity results are established. We introduce
a notion of parabolic modulus of left-lower (or left-upper) semincontinuity at the points
of the lateral boundary manifold and show that the upper (or lower) Hélder condition
on it plays a crucial role for the boundary continuity of the constructed solution. The
Holder exponent % is critical as in the classical theory of the one-dimensional heat
equation u; = Ugy.

Problem of Small Denominators in the Theory of Continuous Systems
Nonlinear Oscillations
Igor Andrianov
Prydniprovska State Academy of Civil Engineering and Architecture
email: igor_andrianov@hotmail.com

Vladyslav Danishevs’kyy
Prydniprovska State Academy of Civil Engineering and Architecture
email: vdanish@lot.apex.dp.ua
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Elena Horseva
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The problem of nonlinear oscillations of continuous systems is an outstanding one in
science and engineering and has received considerable attention in recent years. From
a fundamental, as well as design, standpoint it is desirable to calculate periodic so-
lutions in an analytical way. Unfortunately, an exact determination of periodic so-
lutions of nonlinear continuous systems is generally out of the question, even for the
simplest case (nonlinear wave equation). The most natural ways for approximate solv-
ing of problem under consideration are variational and asymptotic approaches. Here
must be noted papers of P.Rabinovitch, H.Bresis (variational approaches), G.Wayne,
J.Bourgain, W.Craig (KAM theory), Yu.A.Mitropol’sky et al. (averaging), S.L.Lau et
al. (multyscale method). In our paper we propose and analyze two new asymptotic
approaches for construction of periodic solutions of nonlinear PDE. The difficulty in the
construction is that one must overcome the phenomenon of small denominators that is
present in this problem. We think that these novel approaches to small denominators
problems are robust, and give an interesting alternative to the classical approach of the
KAM theory.

Our first approach is based on the so-called "small ¢ method”, proposed by C.M.Mil-
ton et al. The main idea of this approach may be described as follows. Let us consider
boundary value problem for nonlinear wave equation

U = Ugy — 6u37 (1)
u(0,t) = u(mt) =0. (2)

We introduce artificial ”small parameter 0” in such a way, that
2
uP=utt? =y <1 +0ln (u2) +0.50% (ln (u2)) + ) : (3)

Then we represent solution of boundary value problem (1), (2) in the form of expan-
sion
U = ugy + ouy + 6%usg + ... (4)

It is very important that thanks expansion (3) we have only one resonance term in each
approximation, and routine Poincaré-Lindstedt technique may be used for it elimination.
In our solution we must not suppose parameter small, and we may construct periodic
as well as quasi-periodic solutions.

Our second approach is valid for small value of £ and is based on the renormalization
procedure with artificial ”small parameter” introduction. First of all from the conditions
of secular terms absence we obtain infinite system of nonlinear algebraic equations.
Then we introduce artificial "small parameter y” in order to diagonalize this system,
and we search solution in the form of expansions in powers of y. Then we use Padé
approximants for truncated series in p and set = 1. Proposed approaches are in some
sense complimentary to each other and may be greatly extended.
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Chaotic eigenfunctions, maximum norms and random superpositions of
plane waves
Ralf Aurich
Abteilung Theoretische Physik, Universitit Ulm, Albert-FEinstein-Allee 11, D-89069
Ulm, Germany
email: ralf.aurich@physik.uni-ulm.de

Arnd Bécker
Abteilung Theoretische Physik, Universitat Ulm
email: arnd.baecker@physik.uni-ulm.de

Roman Schubert
Abteilung Theoretische Physik, Universitdt Ulm
email: roman.schubert@physik.uni-ulm.de

Michael Taglieber
Abteilung Theoretische Physik, Universitit Ulm

The growth of the maximum norms of quantum eigenstates of classically chaotic
systems with increasing energy is investigated. The maximum norms provide a measure
for localization effects in eigenfunctions. An upper bound for the maxima of random
superpositions of random functions is derived. For the random-wave model this gives
the bound cvIn E in the semiclassical limit £ — oco. The growth of the maximum
norms of random waves is compared with the growth of the maximum norms of the
eigenstates of six quantum billiards which are classically chaotic. The maximum norms
of these systems are numerically shown to be conform with the random-wave model.
Furthermore, the distribution of the locations of the maximum norms is discussed.
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On differential operators of Mizohata type
Chikh Bouzar
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The differential operator of Mizohata
0 0

— it —

ot ox
is not locally solvable at the origin of R%2. We call differential operators of Mizohata
type the next operators

o . 0
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where b (t) is a real function of class C*°, satisfying tb(t) > 0 ¥ t € R*. These operators
are also not locally solvable at the origin , because they do not satisfy the Nirenberg-
Treves condition (P) ([3])

In this work we study the differential equation
Mu=f

where f is a regular function in R? .

We give necessary and sufficient conditions on f such that this last equation has a C"*
solution in a neighbourhood of the origin. These results generalise the results obtained
in the case of the Mizohata equation by other authors (see [4], [1], [2]).
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Goursat problems, multiparameter elliptic operators and related spectral
asymptotics
Alexander Brenner
Technion - Israel Institute of Technology
email: brenner@tx.technion.ac.il

Partial differential equations with multidimensional time occur in various bran- ches
of science, for example, in the theory of probability and Brownian motion, the theory
of boundary layers, cosmology and physics.

We introduce a new class of polyparabolic equations with multidimensional time and
develop the existence and uniqueness theory for Goursat like problems in the corre-
sponding Sobolev-like scale of spaces.

On our way to the existence and uniqueness theorem for polyparabolic problems we
study elliptic boundary value problems with parameters in a bounded domain.

The notion of the ellipticity with parameters for differential and pseudodifferential
operator pencils is applied to the resolvent construction, which leads to the definition
of the corresponding complex powers and (—function, i.e. to a new functional calculus
of operators with promising applications to multiparameter spectral theory.

We prove the extension theoremfor the traces of the kernels of the complex powers
and the corresponding (—function. The last appears to be a meromorphic function
in C™ (m is the number of parameters) with polar sets of the first order and the
corresponding holomorphic residue-forms.

In particular, for m = 2, this investigation gives the opportunity to write a two-
parameter spectral asymptotics in terms of these forms using the two-dimensional re-
finement of the Ikehara Tauberian theorem.
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Mathematical analysis of the finite elasticity
BVP for materials with ideal saturation
[gor Brigadnov
North-Western Polytechnical Institute, St. Petersburg, Russia
email: brigadnov@ip.nwpi.ru

For materials with ideal saturation the elastic potential ®(x, Vu) of which has the
linear growth in |Vu|, where z — u € R? is the map, the existence of the limited static
load (such external static forces with no solution of BVP) and discontinuous maps with
breaks of the sliding type was proved by the author in [1,2]. From the physical point of
view these effects are treated as the destruction of material.

For estimation of the mechanical durability of the elastic solid 2 € R? the following
variational problem must be solved

t, = inf{ /|Vu(x)|)\(x) dr: ueV, Lu) =1 } (1)

u(z)
L) = [(fuwde s [(Fwd, (g u@)= [ gtaw)-du

A(z) = inf {%

where V' = {u € WH(Q, R?) : u(z) =u’(z), x € T'} is the set of admissible maps,
u® is the given map of a portion I'' of the boundary 09, f and F are the external
mass and surface forces, respectively, and ['* = 9Q \ I'". The limited static load is
(f*, F*) =t.(f, F). If t, < 1, then the appropriate finite elasticity BVP has no solution.

From the mathematical point of view the variational problem (1) is non-correct and,
therefore, needs regularization. We use the partial regularization which is based on the
special discontinuous finite-element approximation (FEA) [3]. After this discontinuous
FEA the problem (1) is transformed into the non-linear system of algebraic equations
which is badly determined. Therefore, for the numerical solution the decomposition
method of adaptive block relaxation is used [2,4]. The main idea of this method consists
of iterative improvement of zones with ”proportional” fields by special decomposition
of variables, and separate calculation on these variables.

ONS R?’X?’}

The numerical results show that, for finding the main parameter ¢, of a limited
static load, the proposed technique has qualitative advantages over standard continuous
finite-element approximations.
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L?-Regularity Theory of Linear Strongly Elliptic Dirichlet Systems of
Order 2m with Minimal Regularity in the Coeflicients
Stefan Ebenfeld
email: ebenfeldOmathematik.tu-darmstadt.de

In this talk we consider the following Dirichlet system of order 2m:

L(z,Vu = f(z) in Q,
Viu = 0 on dQ (k=0,...,m—1).

Here, Q is a smooth bounded domain in IR" and the differential operator satisfies
the Legendre-Hadamard condition. From the general elliptic theory we know that
for sufficiently smooth coefficients and for f € H~"™"%(Q, IRN), every weak solution
u € H™Q,RY) is actually in H™5(Q,IR") and satisfies an a-priori estimate of the
following form:

ull grmssoryy < Cullfllg-mes @ rrvy + Collul] 20 Y-

The latter a—priori estimate is of particular interest in applications to nonlinear PDE’s
(see e.g. [2] and [3]). There, the coefficients of L(x, V) result from a linearization
procedure and consequently they cannot be chosen as smooth as one likes. Therefore,
the authors cannot use the famous results stated in [1].

Here, we proove the above regularity result under minimal assumptions on the co-
efficients of L(x,V) and we give an explicit representation formula for the regularity
constants C and Cs.
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On the Solvability of Thermoviscoelastic Contact Problems with Coulomb
Friction
Christof Eck
Institute of Applied Mathematics, University Erlangen—Nirnberg,
Martensstr. 3, 91058 Erlangen, Germany
email: eck@am.uni-erlangen.de
Jiti Jarusek
Mathematical Institute, Academy of Sciences of the Czech Republic,
Zitnd 25, 115 67 Praha 1, Czech Republic
email: jarusekOmath.cas.cz

In a physically realistic model for contact problems with friction it is reasonable to
include the aspect of heat transport, since friction usually generates a non-negligible
amount of heat. In the present contribution we study a viscoelastic contact problem
coupled with a heat conduction equation. The equations are coupled by volume terms
describing the heat generated by viscous deformation and the deformation created by
heat, and by a boundary term modeling the generation of heat by friction. In the contact
problem the contact condition is formulated with the displacement velocities. The weak
formulation of the problem consists of a variational inequality for the contact problem
and a variational equation for the heat conduction problem.

The heat generated by friction can be modeled by a nonlinear non—monotone bound-
ary term with quadratic growth in the variational formulation. If this model is used in
a problem with linear constitutive laws for the material properties, then this boundary
term dominates in estimates. This up—to—now prevents the proof of the existence of
solutions for such a model. Here we consider two different simplifications:

1. In the first model we limit the growth of the heat generated by friction by a linear
term and use linear constitutive laws for the viscoelastic material.

2. In the second model we admit the full quadratic growth of the heat generated
by friction. In order to control this growth we employ a constitutive law for the
viscoelastic material satisfying suitable growth conditions.

In both cases the problem is solved with a fixed point approach. Let U(¢) denote the
solution of the contact problem with given temperature field ¥ and ©(u) be the solution
of the heat conduction problem with given displacement field u. If both problems are
uniquely solvable, then the operator

®:=0oU, W) =0UW)

is well defined. Any solution of the coupled thermoviscoelastic contact problem is asso-
ciated with a fixed point of this operator. However, the uniqueness of the solution to the
contact problem is still an open problem. Therefore we employ the above described fixed
point approach to an approximate problem obtained by the application of the penalty
method. The existence of a fixed point for the approximate problems is proved with the
fixed point theorem of Banach in the first case and the fixed point theorem of Schauder
in the second case. The solvability of the original thermoviscoelastic contact problem
follows by passing to the limit of the penalty parameter.
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On the integrability of the Pfaffian equation concerning the octahedral web
formed by four pencils of spheres
Hakki [smail Erdogan
Istanbul Technical University, Mathematics Department, Maslak 80626 Istanbul,
TURKEY
email: erdogan@itu.edu.tr

In this paper, we consider four pencils of spheres whose centers lie on the same plane
such that any three pencils cut the fourth pencil under a hexagonal 3-web [1,2]. We then
use a system of Pfaffian equations to obtain the condition for the surface web formed by
four pencils of spheres to be an octahedral web and show that this condition involves
28 parameters [1].
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Effect of large vibration amplitudes on the mode shapes and natural
frequencies of thin circular cylindrical shells. A multi-mode approach
F. Moussaoui
Universit Moulay Ismail, Facult des Sciences et Techniques Dpartement de Physique,
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R. Benamar
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A theoretical model has been proposed by Benamar et al. for studying the non-
linear dynamic behaviour of thin straight structures like beams and plates [1,2,3,4]. The
results obtained by these works has been in good agreement with previous theoretical and
experimental investigations. The main topic of this paper is to present the mathematical
development of a semi-analytical method, based on Hamilton’s principle and spectral
analysis, by extension of the previous model to the shell-type structures, in order to study
the effects of large vibration amplitudes on the mode shapes and natural frequencies
of thin circular cylindrical shells. The Donnell’s non-linear theory is used, and, the
longitudinal, circumferential and transverse displacement functions are expanded in the
form of a series of basic functions satisfying the boundary conditions and harmonic
motion is assumed. The non-linear dynamic variational problem obtained by applying
Hamilton’s principle is transformed into a static case by integrating the time functions
over a period of vibration. The minimisation of the energy functional with respect to the
basic function contribution coefficients has lead to a set of non-linear algebraic equations
whose solution leads to the non-linear longitudinal, circumferential and transverse modes
shapes, given as a function of the amplitudes of vibration, and their corresponding
frequencies. Application of this approach was adapted, to the shells of infinite length,
using a multi-mode approach, considering, first; transverse vibrations only [5], second;
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coupling circumferential-transversal vibrations[6,7], and recently the simply supported
circular cylindrical shells using a single mode approximation|[8]. Because of their interest
in many branch of engineering (aeronautical, ocean and civil), we will present same
results, at multi-mode approach, for the simply supported circular cylindrical shells.
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Gain of Regularity for one nonlinear dispersive equation
Octavio Vera Villagran
Facultad de Ingenieria, Universidad Catdlica de la Santisima Concepcion
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Using the technics of Craig - Kappeler - Strauss, cf.,[1] we study smoothness prop-
erties of solutions of some nonlinear equations of evolution dispersive.
We consider the nonlinear dispersive equation

Opu + Op f (u) = €0,3(0pu) — 0°u (1)

with z € IR, ¢ € [0, T] and T is an arbitrary positive time. The flux f = f(u) and
the (degenerate) viscosity 8 = [((A) are given smooth functions satisfying certain as-
sumptions. The complete equation arises, at least for the diffusion #(\) = A (the so
called Korteweg - de Vries - Burgers equation)as a model of the nonlinear propagation
of dispersive and dissipative waves in many different physical systems. We studied this
case in [2-3]. In this work we obtained under certain additional condition on f and § a
C solution u(z, t) for ¢ > 0 if the initial data u(x, 0) decay faster than polinomially
on R" = {z € R: 2 > 0} and have certain initial Sobolev regularity.
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Path Formulation for a Modal Family
Manuela Aguiar
Faculdade de Economia do Porto, Portugal
email: maguiar@fep.up.pt

All persistent bifurcation diagrams in unfoldings of the modal family
g(w,\) = ez + 22\ + 0N

are described using path formulation: each bifurcation problem in the unfoldings of ¢
is reinterpreted as a \-parametrized path in the universal unfolding of z*. The space
of unfolding parameters for the modal family is divided into regions where bifurcation
problems are contact-equivalent and the bifurcation diagrams for these persistent prob-
lems are shown.

Bifurcation of Infinitely Many Fine Modes from Radially Symmetric
Internal Layers.
Kunimochi Sakamoto
Hiroshima University
email: kuniOmath.sci.hiroshima-u.ac.jp

For a system of reaction-diffusion equations of activator-inhibitor type defined on
an N-dimensional disk, it is shown that there exists a family of spherically symmetric
stationary transition layer solutions when the activator diffuses very slowly compared
with the inhibitor. Spectral analyses are also carried out for the linearization of the
internal layers, which reveal that the layer solutions are unstable, and more importantly,
that there exist infinitely many static bifurcations from the radially symmetric layer as
the diffusion rate of the activator goes to zero. The wave length (I) of the bifurcated
solutions becomes more fine as the diffusion rate (d) gets smaller. The relation between
these two quantities is: [ oc d*/*. This result proves the validity of a conjecture given in
[1] for the special case where the domain is a disk.
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